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Welcome!

The National Computer Security Center (NCSC) and the Computer Systems
Laboratory (CSL) are pleased to welcome you to the Fifteenth Annual National
Computer Security Conference. We believe that the Conference will stimulate a vital
and dynamic exchange of information and foster an understanding of emerging
technologies.

The theme for this year’s conference, “Information Systems Security: Building
Blocks to the Future,” reflects the continuing importance of the broader information
systems security issues facing us. At the heart of these issues are two items which will
receive special emphasis this week--Information Systems Security Criteria (and how it
affects us), and the actions associated with organizational accreditation. These areas
will be highlighted by emphasizing how organizations are integrating information
security solutions. You will observe how Government, Industry, and Academe are
cooperating to extend the state-of-the-art technology to information systems
security. Presentations will provide you with some thoughtful insights as well as
innovative ideas in developing your own solutions. Additionally, panel members will
address how they develop their automated information security responsibilities.

This cooperative educational program will refresh us with the perspectives of the
past, and will project directions of the future.

We firmly believe that awareness and responsibility are the foundations of all
information security programs. Forour collective success, we ask that you reflect on
the ideas and information presented this week, then share this information with
your peers, your management, your administration, and your customers. By sharing
this information, we will develop a stronger knowledge base for tomorrow'’s
journey.
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Awards Ceremony

6:00 p.m., Thursday, October 15
Convention Center, Terrace Level

A joint awards ceremony will be held at which the National Institute of Standards
and Technology (NIST) and the National Computer Security Center (NCSC) will honor
the vendors who have successfully developed products meeting the standards of the
respective organizations.

The Computer Security Division at NIST provides validation services for vendors
to use in testing devices for conformance to security standards defined in three Federal
Information Processing Standards (FIPS): FIPS 46-1, The Data Encryption Standard
(DLS), FIPS 113, Computer Data Authentication;, and FIPS 171, Key Management
Using ANSI X9.17.

Conformance to FIPS 46-1 is tested using the Monte Carlo test described in NBS
Special Publication 500-20, Validating the Correctness of Hardware Implementations of
the NBS Data Encryption Standard which requires performing eight million encryptions
and four million decryptions.

Conformance to FIPS 113 and its American Standards Institute counterpart,
ANSI X9.9, Financial Institution Message Authentication (Wholesale) is tested using an
electronic bulletin board (EBB) test as specified in NBS Special Publication 500-156,
Message Authentication Code (MAC) Validation System: Requirements and Procedures.
The test consists of a series of challenges and responses in which the vendor is requested
to either compute or verify an MAC using a specified randomly generated key.

Conformance to FIPS 171, which adopts ANSI X9.17, Financial Institution Key
Management (Wholesale), 1s also tested using an EBB as specified in a document
entitled NIST Key Management Validation System Point-to-Point (PTP) Requirements.

The NCSC recognizes vendors who contribute to the availability of trusted
products and thus expand the range of solutions from which customers may select to
secure their data. The products are placed on the Evaluated Products List (EPL)
following a successful evaluation against the Trusted Computer Systems Evaluation
Criteria including its interpretations: 7rusted Database Interpretation, Trusted Network
Interpretation, and Trusted Subsystem Interpretation. Vendors who have completed the
evaluation process will receive a formal certificate of completion from the Director,
NCSC marking the addition to the EPL. In addition, vendors will receive honorable
mention for being in the final stages of an evaluation as evidenced by transition into the
Formal Evaluation phase or for placing a new release of a trusted product on the EPL by
participation in the Ratings Maintenance Program. The success of the Trusted Product
Evaluation Program is made possible by the commitment of the vendor community.

We congratulate all who have earned these awards.
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Abstract

This paper describes one of many possible concepts for accrediting
an automated information system (AIS). Providing a contrast
between certification and accreditation the reader will hopefully
gain a better understanding of the accreditation process. Ideally,
through good management and security practices, accreditation is
accomplished before the commencement of system operations. This
paper presents a process that could be used by Information System
Security Officers (ISSOs) to accredit systems operating with
outdated or no formal accreditation.

Keywords

accreditation certification configuration contingency
defacto-accreditation evaluation risks safeguard threat

Introduction

Accreditation, evaluation, and certification: are they really one
in the same or merely pieces of the overall puzzle? Who is
responsible for each piece? Why do we care? These are some of the
basic questions in discussion regarding security and the use of
automated information systems. If you read the proliferation of
government publications on accreditation and certification you will
discover the lack of definitive guidance on the what, when, and how
of accreditation and/or certification. In some instances the
requirements for certification and accreditation even appear to be
quite similar, if not the same. For the purposes of this paper I
would like to define certification as simply the documentation and
verification that security features, assurances, and safeguards are
in place to protect the AIS. Furthermore, I would like to define
accreditation as simply the managerial acceptance of the risks
involved with operating the AIS in a given manner based on the
certification evidence provided.

Every automated information system in operation today has been
accredited by its respective organizational management. Some
systems have been formally accredited. This accreditation has been
documented in the form of an accreditation package and an
accreditation statement signed off by an official of the
organization. Others have what this author would refer to as a
"defacto-accreditation". The day that management allowed the



system to begin and continue processing information there was an
implied or defacto managerial acceptance of all the known risks
involved with the operation of the system in the given environment.

Security Requirement vs Management Practice

Although most organizations consider accreditation a security
requirement, it is really a culmination of good management and
security practices. Through normal management practices the major
portions of the documentation in support of an accreditation should
exist for all AISs regardless of the sensitivity or classification
of data to be processed. In most cases this documentation is
utilized in the day to day management of the system. The following
briefly depicts what I consider the major elements of this
documentation to be; the depth and detail of this documentation are
site and management dependent.

- Schematic drawings of the system showing peripheral
devices, communications equipment, and all external
interfaces. These types of drawings are usually found in the
Operating Systems Maintenance and or the Computer Operations
sections of an organization.

- A list of hardware components (corresponding to the
schematic drawing above) and major software packages utilized.
This listing should contain such information as manufacturer,
model, serial number, generic device type, and location for
each piece of hardware. Manufacturer, product name, generic
product type, version, and release numbers should be included
for each software package installed on the system. This type
of information is the same as the information that should be
used in the configuration management process for the system.

- Copies of all standard operating procedures (SOPs) which
pertain to the use/security of the system. Containing step by
step procedures, these SOPs should detail personal and
organizational responsibilities. They should delineate the
duties of each individual involved in the operation,
maintenance, and security of the information system.

- Facility Risk/Threat Analysis. Without identification of
potential risks or threats management has no way of

determining if adequate precautions have been taken. There
are many different ways to obtain a risk or threat analysis;
some are quantitative and others are qualitative. The

risk/threat analysis approach will vary from one organization
to the next. There is no recommended best approach and the
method used should be determined by the organization's need,
policy, and management. The only stipulation is that a
risk/threat assessment be performed, because a conscientious
decision by an accreditation authority cannot be realistically
made without some form of risk/threat analysis.



- configuration Management Plan. The configuration management
of an information system is paramount to its management and
security. The introduction, removal, and or change to the
components of the system (both hardware and software) must be
strictly controlled. Strict adherence to the configuration
management plan is essential to insure that security is
provided to the overall information system.

- Contingency Plan. A complete and comprehensive contingency
plan 1is an essential part of good management for any
information system. This plan should cover every possible
situation from worse case scenarios to minor disruptions.
Responsibilities and actions to be taken should be clearly
identified. Developing a good contingency plan is only half
of the problem; the plan should be fully and functionally
tested periodically. This testing should not be just a walk
through, but an actual simulation of a disaster.

What About Trusted Products?

The National Computer Security Center (NCSC) evaluates the security
controls of commercially produced general purpose operating systems
for use by governmental departments and agencies using the
Department of Defense Trusted Computer System Evaluation Criteria
(TCSEC) [3]. The TCSEC, commonly called the "Orange Book",
outlines criteria for evaluating the security controls or features
built into an automated system. The criteria is divided into two
basic types of requirements; security feature requirements and
assurance requirements. Accomplishing the evaluation independent
of future applications and irrespective of the physical environment
of the hardware, the NCSC awards a level of trust rating. The
level of trust rating for each system that successfully completes
the evaluation process ranges from D (Minimal Protection) through
Al (Verified Design). "It must be understood that the completion
of a formal product evaluation does not constitute certification or
accreditation for the system to be used in any specific application
environment." [3]

Certification

For each automated information system processing sensitive
unclassified information within the federal government, Office of
Management and Budget (OMB) Circular A-130 [2] requires application
system certification. An official of each agency must certify that
the security safeguards of the application system are adequate,
have been tested, and meet all applicable policies, standards, and
regulations. The safeguards do not have to be built into the
hardware or software. Safeguards can be procedural methods,
personnel security programs, risk/threat analysis, contingency
plans, etc. Certification addresses the safeguards built into the
hardware, coded into the software, and the other non-automated
safeguards that enforce the security policy of the system. For
non-automated safeguards, certification covers the existence of
adequate and testable procedures, plans, and programs that meet all




applicable policies, standards, and requlations. Depending upon
the mode of operation for the AIS these non-automated safequards
could be as important if not more important than the safeguards
found within application software or the safequard features built
into the hardware. Since A-130 requirements for certification are
quite similar to the requirements for accreditation of systems
processing classified information, some organizations have taken a
stance that sensitive unclassified AISs need to be accredited.
Others believe that only the applications software that processes
sensitive unclassified data needs certification.

Why Do We Accredit?

If the security controls of commercially produced general purpose
operating systems are evaluated and assigned a level of trust, and
the system applications and associated safequards are certified to
be adequate and meet all applicable policy, regulations and
standards then where does accreditation fit in?

As previously stated, the NCSC evaluation does not take into
consideration the application to be processed or the physical
environment of the hardware. Certification, in most cases, only
looks at the specific application or safequard to ascertain its
adequacy and compliance with policy, regulatory and standards
requirements. In order to establish that it is truly acceptable to
process sensitive unclassified and or classified information on an
automated information system, management must be willing to accept
the risks of operating the system in a given environment using
established procedures and safeguards. This is where accreditation
comes into play.

Accreditation is the final and most significant piece to the
computer security puzzle. This is the first time that the hardware
and operating system, with specific applications, in a given
physical environment, using established procedures and safeguards
based on identified risks, are considered from a security point of
view. Using the certifications and their associated certification
evidence to support the accreditation request, management must make
a conscientious decision whether or not to allow the system to
process at the requested level.

Computer systems operate in various configurations, such as stand-
alone personal computers (PCs), local area networks (LANs), wide
area networks (WANs), mini-computer and mainframe systems
processing information ranging from unclassified +to highly
classified. Many of these systems may be formally accredited by
either a Designated Approving Authority (DAA) or a Designated
Senior Official (DSO) of a governmental organization, but others
may be operating with outdated accreditation or simply no
accreditation consideration at all (defacto accreditation). We
find the PC system is usually put into operation without regard for
accreditation while the mini computer and mainframe system may have
been accredited at one point in time, but most 1likely the
accreditation has not been updated or maintained with any



regularity. Local area and wide area networks pose many
accreditors with the problem of establishing the scope or bounds of
an accreditation.

Accreditation Process

Ideally, the accreditation process begins at the system concept
development stage with formal accreditation being accomplished
prior to the actual commencement of system operation. An
accreditation plan should be developed at the beginning of the
system life cycle and at individual system development milestones
certifications and certification evidence should be gathered to
form the basis of an accreditation package. The depth and detail
of information necessary for an accreditation package should be
commensurate with the sensitivity and or classification level at
which a system is to be accredited. The accreditation of computer
systems, whether they are already in operation or newly installed,
requires tremendous cooperation and coordination between the
Information System Security Officer and all involved in the
development, fielding, and use of the information system. Having
stated the ideal situation where the accreditation process begins
at the concept development stage, the remainder of the process
(Figure 1) outlined in this paper will deal with the real world
situation facing many Information System Security Officers; the use
of information systems that are operating unaccredited/defacto
accredited or with outdated/expired accreditation. The documentary
requirements are the same for both new installations and existing

systems.
Identify
Accredit Categorize/Prioritize
Recommend Gather Documentation/ST & E
Analyze
and
Draft Report
Figure 1. Proposed Process for Accreditation
Identify

Identification of the computer systems requiring accreditation is
the first step to the successfully accreditation of an




organizations computer systems. The basic approach to this task is
to go through the organization and physically identify each

computer system and its configuration. The primary items of
interest for this data gathering effort are equipment type,
location, classification level and extent of existing
accreditation.

Catedqorize/Prioritize

Once each system has been identified it should be categorized (i.e.
PC, LAN, mini/mainframe, etc) and each of these categories should
be further broken down by sensitivity/classification level of data
to be processed. Once all of the organization's computer systems
have been identified and categorized, the Information System
Security Officer should assign a priority to each system and
category for an accreditation team to prepare accreditation
documentation. The accreditation team should consist of
technically qualified individuals who can rapidly grasp the concept
of operation and independently assess the information system's
compliance with the organization's security requirements/needs.

Gather Documentation/System Test and Evaluation

Using the prioritized list the accreditation team should physically
survey each systenm. The team should meet with the functional
manager controlling the AIS to gain a better understanding of the
concept of operations for each system and collect the documentation
to compile a security profile (e.g., copies of standard operating
procedures (SOPs), facility risk/threat analysis, any plans
associated with the computer system (Contingency, Configuration
Management, etc), and any previous survey, inspection or
accreditation documentation). Depending on the mode of operation
(i.e., dedicated, system high, etc) the team may need to perform
system and security testing (System Test and Evaluation (ST&E)).
Testing for those systems already in place would serve a dual
purpose: 1) to verify that system security features exist and
function properly; and 2) to verify that these security features
have been properly implemented.

Analyze and Draft Report

After careful analysis of the information gathered by the team a
draft accreditation report should be compiled. The report should
identify the security level and mode of operation, note key
vulnerabilities (both those identified by physical inspection and
those identified through system testing), outline any exceptional
circumstances pertaining to the operation at the requested security
level, include a discussion on actions taken to reduce the risks,
and provide justification for why these risks should be accepted.
The report should also describe the concept of operation, providing
information concerning features of operational and security modes.
This would include descriptions of hardware, software, significant
applications, interfaces, user population, and a description of
features and or procedures from the various security disciplines



which support the operation. Attachments to the accreditation
report should include the certifications and certification evidence
such as the security profile consisting of standard operating
procedures, associated plans, system and security test results,
risk/threat analysis, and any previous survey/inspection reports
(e.g. Inspector General reports, etc.).

To support the accreditation, some organizations might require such
additional items as duty appointments for all system security
related personnel, security checklists, non-security related plans
associated with the system (e.g., training plan), etc. The types
of documentation and the level of detail of each attachment to the
accreditation report will be site/organization dependent. Each
organization will need to use the sensitivity of the data to be
processed and the complexity of the information system as their
rule and guide for accreditation documentation requirements.

The draft accreditation report should now be coordinated with the
functional manager to ensure the correctness of the concept of
operations and the team's understanding of the security posture of
the system. The Information System Security Officer, 1in
conjunction with the accreditation team and the functional manager,
should review and assess each report to finalize an accreditation
package (the accreditation report with attachments).

Recommend

Based on the accreditation report and its attachments, the
Information System Security Officer will take one of three possible
actions:

1. Forward accreditation report to the Designated Accrediting
Authority or Designated Senior Official with a recommendation
for full accreditation;

2. Forward accreditation report to the Designated Accrediting
Authority or Designated Senior Official with recommendation
for an interim accreditation pending the resolution of
identified deficiencies; or

3. Return the accreditation package to the functional manager
with a 1list of operational and or security related
deficiencies that require correction prior to the
accreditation of the system.

The accreditation package should be treated as a living document
with elements continually updated as the system evolves. It is
recommended that a cycle be established for the periodic review of
the systems currently accredited. The frequency of this review
should be determined by management, based on the sensitivity of the
information to be processed and the magnitude of change to the
existing system.




Conclusion

Every AIS in operation today has been accredited, either defacto or
formally and conscientiously, because ultimately someone in
management has accepted the risks of operating the AIS in its
current environment. Hopefully, if that someone is you, you are
now asking yourself "How was my system accredited; defacto or
formally"?
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Abstract

Wihile a lot of effort has gone into evalnating the security needs of DOD applications, many com-
mercial applications have not been sufficiently evaluated. This paper discusses the application level
security requirements of a commercial application in part to stress the differences between the
TCSEC requirements and some commercial application needs.

There are several major distinctions between typical DOD type systems and the commercial appli-
cation evaluated here, a medical information systemn. Foremost is the importance of having access
to the data when necessary even at the cost of the confidentiality of the data. Access controls must
be strict on medical records; however, the medical team must be able to bend the rules in emer-
gency sitnations. These emergency sitnations must still be carefully and securely nmonitored. The
second major distinction is the difference between the power and adininistrative setnp. A medical
system can not be modeled hierarchically; it is more closely represented by a lattice strncture. The
third distinction is the importance of maintaining all data such that it can be admissible as court
evidence.

The objective of this paper is to emphasize the need for more research on non-DOD security as well
as to highlight important but yet unsolved and interesting research topics. This paper discusses
the basic application level security concerns for a computerized medical information system and
analyzes the requircments of the security concerns. It coucludes by sunumarizing the nost important
requirements.

Introduction

Our lLicalth care system is at risk and desperately requires improvement. Acecording to a recent gov-
crument study by the Institute of Medicine [3], computerization of the health care system will provide
better and more efficient care while cutting costs. The Institute of Medicine [5] documented in their
study that medical records were unavailable in up to 30 percent of patient visits. Medical records may
be unavailable because they have been misplaced, they have not been brought over from the patient’s
previous health care providers or there was not enough time to physically retrieve the records. This
forces physicians to rerun tests and prevents dangerous trends from being spotted. Availability of
medical data is especially important during emergency situations regardless of whether the patient has
established a lustory at the particular institution.

Medical care is improved and costs are lowered when medical inforiation can conveniently be shared
among health care team members, researchers, accountants, administrators, health regulators and in-




surance groups. Much time and energy can be saved if paperwork between the above mentioned groups
is minimized and information is exchanged electronically. ! Physicians benefit from being able to con-
sult with specialists and share patient data. Research groups benefit greatly from anonymous patient
information. Physicians need access to networks for on-line databases with medical information and
news groups to keep in touch with the many new medical developments. Ideally, a medical system would
allow physicians to share information with specialists, compare patient data with diagnostic informa-
tion, link patient data with family health history, and access the most recent research information. In
addition, the amount of information physicians manually sort through in order to complete a thorough
diagnostics job has become unmanageable without computer tools. 2

The government and some major insurance companies have already made several proposals to allow
electronic transfer of patient data among health care providers and insurance companies thus reducing
paperwork and preventing duplicate testing. The Health and Human Services department has proposed
both a national database for patient health data and a nationwide electronic billing system. The first
proposal involves patients carrying a smart card which allows access to a centralized database containing
patient records. The most recent proposal involves patients carrying a 'Credit Card’ containing their
entire medical history which would then be used to link into the insurance company and provide
immediate notification of insurance coverage 3. There are hopes that some part of an electronic billing
system may be in place within a year or two.

Compnterized medical systems are necessary and are quickly emerging; however, some important issues
remained unsolved. Security is one such issue. The success of systems may ultimately hinge on the
security aspects since “one catastrophic incident involving a computer-based patient record system could
set the legal status of computer-based record systems back decades”[10]. Since security is an important
but largely unevaluated aspect of medical applications, we have chosen to identify and evaluate the
security requirements of a medical information system similar to but more sophisticated than the model
being proposed by the government.

This paper is based on information from various sources: transcripts from several interviews with nurses,
doctors and other staff in hospitals and clinics; documents on the legal regulations of patient data 4;
academic research; [11] industry {10] [7]; and government studies [3].

Scope

The number of security issues associated with security for medical information applications is vast.
The scope of this paper is limited to application level concerns such as data integrity, non-repudiation,
confidentiality, authentication, auditing, and access control. Other very important issues are not dis-
cussed here but the intent is not to deemphasize them. These issues include fault tolerance, recovery
mechanisms, secure operating systems, secure networking, secnre databases, security policies, politics,
reluctance to using or trusting computers, password generation, training, ease of use, system mainte-
nance and administration, viruses, worms, secure backups, secure data storage, secure hardware, human
entry mistakes and quality assurance.

1Some physicians estimate that approximately 45% of their tine is spent on paper work for insurance companies.

2Refer to The Computer-Based Patient Record [3] for a more in-depth discussion of the need to computerize medical
systems.

3See the San Francisco Chronicle - June 22, 1992 - Front page - U.S. Medical "Credit Card’ Proposed

4See appendix B of The Computer-Based Patient Record [3]
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Security Concerns

A computerized medical system has many strenuous and complex constraints and requirements. An
application used in medical diagnosis and record maintenance must work flawlessly because of the
lives that depend on it. The consequences of inadequate security can be life-threatening or financially
devastating to the health care group: a person could be given improper medical treatiment or refused
treatment; a lawsuit could result if security is breached or data integrity threatened.

Security in medical applications is necessary for three reasons: to prevent bad medical care; to prevent
abuse such as unauthorized access to information or prescription drugs; and to provide accountable
records for malpractice cases. Incorrect patient data could result in bad medical care or could prevent
one from getting health insurance. Information leakage of highly subjective diagnoses could prevent
someone from getting insurance or a job. This problem will only get worse as we are able to gather more
information on patients. For example, the ability to read genes might allow physicians to determine
whether a patient is highly susceptible to alcoholism, colon cancer, Alzheimer’s or diabetes. Such
information is lelpful in the right hands but very dangerous in the wrong hands.

Medical applications have one very nmportant requirement that other fields typically do not. A life
may linge on the ability to get access to all of the information at any time. Many people in the
medical field believe that access to medical information should not be severely restricted but rather
carcfully audited. As one paper describing a medical application put. it “We argue that the single, most
important success factor of this project is in providing immediate convenient. access to patient’s clinical
information, whenever needed, from anywhere... [7]”.

Current paper record systems are carefully regnlated with complex and constantly changing rules to
provide safety and confidentiality and to ensure admissibility into court in case of a lawsuit. These
rnles, lowever, must be carefully re-evaluated for computerized systems. When medical information is
made available from a computer application, a breach of security becomes more tempting due to the
perceived ease of access to massive amounts of patient information and the perceived anonymity. Leaks
in security and mistakes in data integrity become even more devastating in a computerized system since
humans may not always be available to filter or review the data.

Requirements and Analysis

This section describes the requirenients of current non-computerized medical iformation systems and
analyzes the security requirements of future computerized systems.

Data Integrity and Non-repudiation

Data integrity is of the ntmost importance in a medical system. For a medical application to suc-
ceed, there must be some mechanisnt which insures both highly reliable and verifiable data during
storage, transnussion and display. Data integrity mechanisms should be available for many forms of
data including text, hmages, voice, and video.

In any snccessful medical application there must be a mechanism to achieve the samie reliability as
written signatures and with the same ease. A medical system must have a very good mechanism for
verifving who has entered, agreed to, or ordered what. Whether a physician has entered notes or
dictated them to someone else, as often occurs, the physician’s written signature is an effective method
of verifving that information has been entered on their behalf or at least that they have read and agreed
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to the information thereby taking responsibility. There must be a mechanism to sign for another’s entry
but still retain information on the original enterer of the data. Signatures are also necessary to show
others that the physician gives permission, for example, to dispense a prescription. Patient signatures
are necessary, as well, to indicate that the patient has read and understand information and/or given
permission for a procedure.

Ideally, the signature mechanism would work for both the medical staff and the patients. If a patient’s
permission can not be stored directly in the computer, hard copies of patient consent forms will have
to be stored separately from the records or scanned in - possibly resulting in lost forms or too little
resolution for verification of the signature. To store the patient’s permission on-line, there must be an
simple but effective method of producing and entering secret keys. These keys could be derived from
patient passwords, smart cards or biometric mechanisms. However, they must not be passive forims of
entry such as a digital fingerprint which can be taken while asleep, rather the patient must be awake
and fully aware that they are giving permission.

Signatures must be available independent of whether the information is in clear-text or encrypted and
must be completely tamper-proof in order to be admissible in court. A secure date and time stamp
should also be retrievable on the signature if possible. In addition, there must be a mechanism to ensure
that the signature is interwoven with the appropriate information to ensure that the signature is not
reused or separated. Those with only read permission should be able to read the signatures associated
with the data. The signatures shonld be decryptable for a long time - hopefully for the life of the
information 3.

Medical systems require a mechanism to ensure that a request is submitted once and only once. For
example, the following abuses must be prohibited: a patient copying an order for a prescription and
resending it at a later date to obtain refills without authorization; a pharmacist copying prescriptions
to resubmit multiple times thus making records account for missing drugs.

In order for medical records to hold up in court, records must be kept np-to-date and contain the name,
time and date of any changes or additions to the records. Deletions must be logged as well and most
“deleted information” saved °. Regulations stipulate that the records remaiu easily modifiable and
that the most up-to-date inforination is easily identifiable. Copies of records mmst be trustworthy so
creating, accessing and storing records must be tightly controlled.

Authentication

A secure authentication mechanism is very important. in a medical inforimation application. The mech-
anism must be simple and easy to use since the health care team is typically uncomfortable and unfa-
miliar with comiputers. Since individual accountability is a must, individual ids are be reqnired. The
anthentication mechanism should not falsely deny authorized users.

To provide secure anthentication, users must log off immediately after relingnishing physical control over
the keyboard. Not logging out results in an authentication problem since the system is unable to ensure
that the keyboard has not switched hands. Medical professionals usually resist logging ofl systems
immediately after relinguishing physical control over thie key board unless login is easy and painless,
startup quick and the plysical state of the user workspace rctained when logging out. Health care
providers are frequently interrupted and will not think about logging out when called for an emergency.

50ne administrator of a hospital that plans to go completely to electronic storage of patient data in four months
indicated that they were planning on using digital signatures encrypted with the nser's passwords. These passwords nnst
be changed every six weeks Ly the users and there are no plaus to store the old passwords. This mechanism will not stand
up to regulations nor will it allow recovds to be admissible in court.

¢Regulations stipnlate which information can actually be deleted.
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Since authentication is such a vital problem in medical applications, a mechanism for automatic logout
should be considered. However, a simple automatic logout mechanism which logs users out after =
seconds or minutes of not using the machine would be insufficient since a small n is very inconvenient
and will cause users to find methods to bypass security and a large n creates security problems. It is
important to find a method of letting the system know when the users stray from the computer.

Possible changes in legislation may soon grant patients greater access to medical records in order to check
for inaccuracies. If so then ideally patients would also be able to use the authentication mechantsm.
'This would require a mechanism that can handle a very large number of users especially in a centralized
system where ideally every man, women and child would have a record on the system.

Auditing

Many people in the medical profession believe that it ts highly preferable to audit access and actions
rather than to severely curtail these activities. A medical information application should have a very
secure and reliable audit system to detect abuses and problems. The level of auditing should be variable
based on the application, the user, and the mode of operation (e.g. normal, emergency). Secure
auditing i1s needed to make sure that abuses are detected. The audit trail should detect unauthorized
reads and modifications, malfunctions, and corruptions. Secure auditing is also needed for tracking
down Inaccurate data. For example, if a lab test result is entered incorrectly and later corrected, there
must be a mechanism to determine where the incorrect data was used and who must be notified of the
correction. Otherwise, future treatment may be based on incorrect information. Auditing to detect.
exploitation of covert channels, inference and aggregation attacks would also be helpful.

Auditing should take place on both record and application levels. For example, an audit trail must be
kept of who accessed which files and who is currently looking at theni, as well as wlo has ordered which
tests and which prescriptions and who has modified what information within the patient record. The
audit trail must also keep track of who has forwarded what information and to whom. It is important
to collect and correlate audit data from a number of different levels, stages and abstractions for the
information to be meaningful. This will determine clues snch as whether the user knew what he was
looking for. For example, did the user know what keyword should be used i a search or did they gness
multiple times before coming across a correct one. There must be a method, however, of elinumating
superfluous or misleading information to prevent excessive record keeping at the same tine as retaining
the essential information necessary as evidence in possible court cases.

Access Control and Confidentiality

Medical applications have very demanding access control needs. Access controls should be dynamice
and flexible yet strictly regulated and operated close to the least privilege principle when possible.
However, the most tmportant characteristic is that no authorized person should ever be refused access
when needed especially in an ewmergency situation. In additiou, even unauthorized personal nught
need to have access to patient records under emergency sitnations. It is not always possible to find a
person able to give access permission in an emergency situation. Therefore, it is better to allow access
i emergency sitnations and review the situation afterwards than to deny access. The government’s
proposals discussed at the beginning of this docnment allow patient data access to he set up in two
ways: oue could allow access ouly to those that have the patient’s card or one conld allow access of the
patient database to evervone who lias access to the systein. A solution in the middle would be better.
For example, access is given to a predefined list of health care providers for each patient. In addition,
a predefined set of users are allowed to access any patient’s records when they declare an “emergency”
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mode. When they enter this mode, however, all of their actions are monitored and evaluated at a later
time to prevent abuse.

Users should be able access a medical application anywhere in the local network and possibly off-site
as well. One medical application’s development team noted that physicians welcomed their computer
application especially since they could now access information from home. Security of remote access,
however, was not discussed [9].

Medical systems are not accurately represented in hierarchical fashion. Not only are there inany different
types of health care workers but their rights are not hierarchical; many rights overlap. The model of
authority is most accurately modeled with lattice structure where for example, physicians have a lot of
power over modifications to patient records but have little power or no power over auditing controls.
System administrators have power to modify the auditing controls but yet have no power to modify
patient records. The following list illustrates the complexity of access to users. Described below are
some examples of people who may need access to various patient. data information: 7

e Physicians - for background information; to keep track of patient notes, current status, diagnosis
and treatment; for literature searches; for consulting with other physicians both publicly (notes
groups) and privately (electronic mail); for access to on-line medical databases; for comparison of
current patient’s symptoms with other patients’ symptoms; to provide links into decision support
systems &

e Nurses - for information on patient preparation to be done (e.g. blood pressure check); for
recording patient statistics and relevant information

e Clerical staff - for appointment management; for hospital admissions; for maintaining patient
information such as addresses; for registering patients

e Technicians - for information on specific tests to be performed; to enter test results
o Computer administrators - to make sure the system is running properly; to fix problems

e lospital administrators - to determine statistics on patient load, efficiency, nnmber of referals
etc. to be used in evaluating and improving gnality assurance in the hospital or clinic; to allocate
resources; to develop and manage budgets

e Accountants - for billing purposes

e Insurance agents - to pay clients and providers; to check the validity of claims

e Researchers - to gather clinical information for studies ©

o Social workers - to flag possibly snicidal patients; to determine possible abuse cases

e Pharmacists - for deng information; for prescription information; to determine possible side-effects
and complications

e Mental health care providers - to store data on medications; to check for possible complications

"In this paper specific labels have Leen used for inedical stafl such as nurse, liowever, job duties are hardly ever broken
down this cleanly. One person may perform some “muse duties” and some “clerical duties”. Job duties and titles vary
immensely among the various clinics and lospitals.

8O0n-line information used in conjunction to decision support systemns are already in use in soic emergency roois.
They have been so snccessful that some insurance companies give a 20% decrease in malpractice premiums to those that
use it in Massachusetts.

9The need for correlated anonymous patienl data is expanding continnously. Medical care will improve at a faster rate
once patient. data can be compared electronically. Less money will be needed for stndies if on-line patient data can be
used for the first stage stuclies.
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e Dentist - to determine drug allergies, to determne pos smplications

o Patient - to review patient data for accuracy '°

The above list indicates that access cannot. be represented b rarchical structure. Many different
people need access to different pieces of the records but no one t have access and modification rights
to all the pieces. Access, addition, modification and deletion ngats must be separately assignable. For
example, pharmacists may need access to a patient record to check for interactions between medications
as well as to add notes to the medication section of the patient records. llowever, they should not be
able to change other parts of the record. In addition, regulations require that deleting information be
permitted only under very strict situations and thus must be more tightly controlled than the other
rights. It is critical that massive copying, searching and modifying of patient records be very tightly
controlled to ensure patient confidentiahty.

Some portions of the patient record are especially mmportant to secure, for example, HIV-antibody test
results, records of drug and alcoliol abuse, psychiatric records, and records of celebrity patients. In
addition, private information may be given in confidence to the physician in order to aid patient care
such as sexual preference or abortion history. Some portions, however, must be more openly available.
A system should be able to, for example, allow easy access by any health care worker to notes on
whether a patient’s bodily fluids require special precautions. Also, treatments should be available to
billing groups and insurance companies so that information may be shared or at least forwarded.

In addition to the many different types of access rights, the access relationships must be very flexible
and dynamic. ldeally, it shonld be possible to configure the system to regulate access based on any of
the following:

e Job (i.e. physician, internist, subinternist, chief resident, nurse, technician, accountant, secnrity
officer 1)

¢ Relationship to patient (i.e. primary or consulting physician)
¢ Area of specialization (i.e. pediatrics, internal, radiology, dietitian, intensive care)
o Patient status (1.e. impatient versus outpatient, under-treatment.)

o ludividual (i.e. one nurse may need access to a particular set of patient’s data)

A Aflexible role-based access mechauisin s nuportant. 1t wonld be difficult to shift capabilities in a
miedical clinic withont a role-based system. Nurses are asked to support particular doctors but may
be reassigned frequently.  Primary physician roles ave frequently changed which would entail only
one change in a role-based systenn and possibly many on a capability-based system depending on the
orgauization. It would be tempting in a capability-based system to assign someone to a job category and
allow the maxinnun privilege to that job to ensure access when needed. Since many of the responsibilities
overlap between job categories, maximum privilege for each one could leave access wide open. It may
he suflicient for all physicians to have access to all patient data records, for example, if their access is
monitored sufliciently. However, this would entail nmch more auditing and monitoring than would be
necessary with a better snited access control mechanism.

As an additional benefit of a role-based system, the access control maintenauce responsibilities can
be divided among the central and local applications. The central application could define the rules

0 Some states allow patients access to their own record to check for inacenracies.

U As previonsly mentioned, titles and duties vary so this mechanism must be flexible. One person may fit into varions
categories,




(e.g. the access rights of primary physicians) while leaving the role definitions (e.g. which individual
is actually tagged as the primary physician) ‘o the individual medical centers. This frees the central
system of some details and leaves some flexibility to the local health care center (eg. to define an
emergency mode). This simplifies access control management but forces more trust to be placed on the
local health care system.

It would be useful to have a two-party permission system for somie situations. This might help prevent
mismanagement or fraud such as prescribing tests which are either unnecessary, questionable or not
given. It would also allow tighter control over certain critical operations such as modifying secret keys
and access rights.

A delegation mechanism for one person to temporarily or permanently sign over control to another
would be useful. This would allow primary physicians who go on vacation, for example, to sign over
primary physician’s responsibility to another. However, a delegation mechanism is not as essential with
mechanisms in place that allow protected and monitored emergency access.

There should be a mechanism for allowing patients to give “permission” for others to access their files
for longer than a single login session. For example, if a smart card is required for access, it would be
very inconvenient to require that the patient either leave the card or come back in two days when the
blood test results are back from the lab and ready to be entered into the patient’s record. This extended
permission should, however, expire after a set amount of time.

Labels indicating the sensitivity of information may useful in this type of application but are not essen-
tial. Health care professionals have been trusted in the past to know what information is confidential
and it i1s usually obvious who has a need-to-know with medical information. However, labels could serve
as a reminder.

Unmodifyable labels identifving the origin of information might be somewhat useful but certainly not
essential. It would not be useful in determining a security leak when the information is simple enough
to forward without copying, such as identification of an AlDs victim. However, it would be useful in
some instances such as when an insurance company is caught storing information that was illegally
gathered.

Communication Over Networks

A medical information system, especially a centralized database system such as the one purposed by the
governmeunt, has some very important communication reguirements. A medical application nmst be able
to assume that there is a secure network messaging meclianisim to maintain confidentiality and integrity
during transmission especially over unsecured lines. Whether the encryption should be end-to-end or
link would depend on the structure of the network. End-to-end would prevent the end links from having
to trust intermediate nodes. If the system is set up to provide access based on patients (as wlen using
patient smart cards) and there is one centralized system such as the government has proposed, end-
to-end encryption would make sense. Link encryption would necessitate a more complicated auditing
mechanism and would require trusting the intermediate links.

Two-way trust is essential in a medical system. The receiver must be able to trust the integrity
and anthenticity of the sender and vice versa. A large portion of the communications will reqnire
confidentiality so a fast encryption mechanism is inportant. There should also be a miechanism for
preventing replays and misroutings.
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Summary

Medical mformation systems are just one example of a commercial application with interesting and
challenging security problems. Some of the most important application level security concerns of this
type of system are still open research topics. Others are technologically feasible but have not been
implemented. Still others have been implemented but not vet integrated into large systems or are not,
commercially available and supported. There is much work to be done at all levels '2,

The most important security requirements of medical information systems at the application level are:
integrity checks, secure and intelligently coordinated auditing, emergency access, secure 1dentification,
automatic logout, electronic signatures, secure communications, and role-based access controls. Secure
and intelligently coordinated aunditing, emergency access, and role-based access control mechanisms
require extensive research before medical applications using then can be effectively implemented. These
areas seem to receive less attention because they are not as nmportant in DOD type applications.
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1. Introduction*

Lack of Multilevel Security (MLS) within United States (US) Department of Defense
(DOD) computer systems is recognized as a significant shortcoming, because it limits
interoperability and data fusion. To help address this problem, the Joint MLS Technology
Insertion Program was officially established in January 1990. The program is managed by
the Defense Information Systems Agency (DISA) and the security coordinator is the
National Security Agency (NSA). The purpose of the program is to expedite the fielding of
MLS operational capabilities within DOD. This paper is derived from guidance produced
by the program [1].

This paper presents an approach for an MLS acquisition process for use over the next few
years. This process is needed because of the great uncertainty and development risk
currently associated with the development and acquisition of MLS capabilities. This
uncertainty and development risk necessitate a flexible development and acquisition process
and especially necessitate a process with less burdensome documentation than required in
the current DOD software development standard [2]. This process is not intended for use
by all sites -- only those with sufficient expertise and resources to deal with the
complexities and difficulties currently associated with MLS. This process is intended as
interim guidance, to be replaced within a few years by official DOD security acquisition
guidance.

This is an idealized process rather than one to be inflexibly and uniformly applied to ail
sites. Furthermore, the process must be interpreted to best suit the particular people and
organizations involved. The value of this generic MLS development and acquisition
process is that it is a target that will improve development and acquisition effectiveness to
the extent that it can be followed.

2. Activities

Figure 1 summarizes the phases involved in defining and fielding MLS capabilities. The
three phases are (1) formulate and coordinate the approach, (2) acquire and integrate the
capabilities, and (3) operate the system with the new capabilities. The following
paragraphs examine the three phases in more detail.

* This paper is based on work performed under Contract DAABQ7-91-C-N751 for the
Defense Information Systems Agency (DISA).
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The formulation and coordination phase initiates activities and requires official approval.
The approach that is formulated and coordinated in this phase incorporates all planned
capabilities. Subsequently, during acquisition and integration, logically distinct capabilities
are separately acquired and integrated. Separate acquisition approaches and schedules can
be used for each capability, with each capability being independently integrated into the
operational system(s) and the revised system certified and (re)accredited. Each capability

Figure 1. MLS Development and Acquisition Process

then is placed into operation. To complete the process, the capability, the overall
architecture, and the overall acquisition approaches are reviewed, with revisions
incorporated into future iterations of the process.
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This generic MLS development and acquisition process is partly based on ideas drawn
from the Spiral development model, although the process as a whole is quite different from
the Spiral model [3]. Taken from the Spiral model are (1) an emphasis on management of
development risks, (2) use of prototypes, and (3) a streamlining of process, review, and
documentation (in comparison with the DOD software development standard [2]).

2.1 Formulate and Coordinate Approach

The first phase of activity is to formulate and coordinate the overall approach. Five steps
are involved in this phase:

o Select functional MLS capabilities

o Develop concept of operations briefing
o Obtain approval for approach

o Develop security architecture

o Develop acquisition and integration plan

While these steps call for several documents, the documentation must not be detailed or
voluminous, since these characteristics would lead to inflexibility. Rather, the intent is that
the documentation be sufficient to ensure adequate analysis is done to guide and plan the
effort. Vugraph presentations should provide sufficient detail for the first four steps.

2.1.1 Select Functional MLS Capabilities

The first step in formulating and coordinating the approach is to select the functional MLS
capabilities to be provided. This entails (1) assessing the availability of relevant,
acceptably-mature trusted products, (2) identifying the major security threats and resultant
risks, (3) defining the most critical operational needs, (4) identifying and complying with
relevant security policies, and (5) reviewing available DOD architectural guidance.

While a general understanding of user requirements is assumed to exist, note that a detailed
description of user requirements is not prepared in this or subsequent steps. The purpose
of this generic process is not to identify and develop what users ideally would like to have,
but to find, integrate, and adapt commercial trusted products that acceptably satisfy user
needs. The emphasis thus is on commercially-available approaches and their acceptability
rather than on refinement of requirements. It still is necessary to consider the concept of
operations in selecting functional MLS capabilities, in order to ensure that the MLS solution
addresses a legitimate need.

Due to the development risks currently involved with MLS, sites developing or acquiring
MLS capabilities should adhere to the following criteria:

o Carefully scope and bound efforts so that risks are manageable; do not
attempt to address too complex or too many MLS problems or products at
the same time.

o Use products that comply with DOD standards for security, interoperability,
or commonality.
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o Ensure that the approach is technically sound and noncontroversial and is
not based on narrow assumptions about use or environment.

o Ensure that product configuration management and maintenance are not
undermined by adaptations or modifications.

o Use sufficiently mature products to avoid wasting resources by assisting
vendors in product debugging.

Once an initial approach is selected, an analysis is needed to ensure that equivalent
operational capabilities cannot be provided through an approach involving less development
risk. This analysis should examine required data flow and investigate the feasibility of
alternate approaches, such as changing system operating levels or using a simple security
guard.

2.1.2 Develop Concept of Operations Briefing

The second step is to develop a concept of operations briefing for the entire system, but
with emphasis on MLS. The concept of operations should identify (1) specific data (and
sensitivity levels) to be processed, (2) user capabilities (and clearances), (3) the system
management approach, (4) the maintenance approach, and (5) the approach for
evolutionary integration of new MLS capabilities with existing and planned operational
systems. The concept of operations also should estimate short and long term costs,
including any savings.

The concept of operations must explicitly address the man-machine interface, with
emphasis on procedures that might be seen by users or system managers as being complex
or cumbersome. It must also address functional limitations, such as a loss of particular
capabilities or an inability to support particular types of commercial software. To
counterbalance any such losses, the concept of operations also must explain MLS benefits,
such as improved information access, improved data fusion, improved interoperability,
reduced need for high clearances, and reduced amounts of hard copy output (to downgrade
and handle).

One purpose of the concept of operations is to ensure that planners do not implement MLS
for its own sake, but that they think through the implications of adding MLS -- both
positive and negative. This helps ensure that the approach makes sense both technically
and operationally. As part of the concept of operations briefing, a vugraph or two on the
overall security architecture is needed for technical context.

2.1.3 Obtain Approval for Approach

The third step is to obtain approval for the approach. This involves coordinating the
approach with local personnel, to ensure that benefits of the approach justify the acquisition
and operational costs in the eyes of all involved people. Local personnel who should be
involved include data owners, data users, accreditation authorities, system managers,
security managers, system planners, local vendors, and local Independent Validation and
Verification (IV&V) personnel. Necessary approvals must be obtained. This coordination
can be time consuming and complex, but it is critical to the operational success of the
capabilities produced by the process.
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2.1.4 Develop Security Architecture

Once the approach has been approved, it must be expanded into a high-level security
architecture that describes the approach in more detail. The architecture must identify
involved system components and security functions and must identify the role each
component serves in performing the security functions. Included in the architecture is the
security policy for the system, which describes specific classifications, categories, and
handling restrictions; identifies discretionary access control rules; and so forth. The
security architecture, just as the concept of operations, must span all capabilities, even
though a separate acquisition and integration effort is used for each capability. The reasons
for this are to reduce the amount of official review and approval needed and to ensure
integration across capabilities. The security architecture also must address the MLS
capabilities in the context of the operational system(s) within which they are to be fielded.

2.1.5 Develop Acquisition and Integration Plan

The next step is to develop a plan for acquisition, integration, certification, and
accreditation. The plan must clearly identify roles and responsibilities. This requires
working with product vendors, program personnel, IV&YV personnel, and other relevant
organizations (e.g., procuring agencies for particular products) to identify needed
hardware, software, integration, analysis, certification, accreditation authorities, and
documentation.

Particular attention is placed on development risks, which are explicitly identified and
prioritized in the plan and monitored during the effort. Development risks are critical areas
warranting added resources or attention. Main potential development risk areas for MLS
include integration, management, use, certification, and accreditation. Each of these
potential development risk areas must be closely examined. For example, integration risks
are examined by analyzing protocol, data format, security labeling, and interface
standardization and compatibility and identifying any needed capabilities that are not
available. This understanding of development risks is needed not only to identify where to
focus attention, but also to plan the specific acquisition approach. For example, if a main
risk area is the lack of well-defined user requirements, then the acquisition approach must
ensure that integrators and developers work closely with users.

As part of the plan, the approach for product selection must be identified. Also to be
identified is the detailed process for both technical and programmatic oversight, including
assignment of official design authority and provision of means for team leaders to
coordinate and resolve issues across product, application, and technical boundaries. The
plan must summarize the process for moving capabilities from the prototype environment
into the operational environment and must explicitly identify activities that are outside the
scope of the prototype environment but are necessary for ensuring security in the
operational system (e.g., planning for physical security, virus protection). The plan must
identify the approach and resources (e.g., responsible organizations) for certification and
accreditation. Finally, a determination must be made that adequate funds are available (or
obtainable) to implement the plan.
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22 Acquire and | Capabilit

The second phase of activity is acquisition and integration. As shown in figure 1, separate
acquisition and integration efforts are used for logically distinct capabilities, with each
effort uniquely tailored to each capability. While some capabilities might take a year or two
to develop, it is desirable that at least one capability be fielded within six months, so that
immediate benefits can be seen. There are six steps in acquiring and integrating the MLS
capabilities:

o Acquire products

o Develop and integrate the capabilities
o Develop capability baseline

o Perform functional testing

o Perform certification

o Support accreditation

2.2.1 Acquire Products

The first step is to acquire the products. This involves assessing and selecting the specific
products to be used and then acquiring the hardware and software. Care is needed to
ensure adequate competition among qualified vendors and to ensure that security issues are
adequately addressed in the acquisition package. Guidance is provided by Abrams, et al.
[4] and by Caddick [5].

2.2.2 Develop and Integrate the Capabilities

The major step in this phase is to perform development and integration. Within this step
are the most pronounced differences between the multiple acquisition efforts. Several
different development approaches are illustrated in figure 2. The distinguishing factor of
each approach is the type of prototype implemented. The determining factor in deciding
which approach to follow is the nature of the development risks involved. All approaches
begin with refinement of the concept of operations and security architecture.

Where the main development risk areas are the user requirements and user interface, a
demonstration prototype is needed. A demonstration prototype allows users to
experience the look and feel of screens, menus, and reports. Based on this experience,
requirements are redefined, new requirements generated, and possibly a revised
demonstration prototype developed. If the main development risk area is the security
management interface, a demonstration prototype still is applicable.

Where the main development risk area is technical integration, a design assessment
prototype is needed. A design assessment prototype allows designers to examine
technical integration issues such as protocol interoperation and commercial software
compatibility, as well as issues such as platform performance, optimization techniques, and
portability to target systems.
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Figure 2. Development Approaches

Where there are no overriding development risk areas or where other prototypes already
have been used to mitigate risks, an operational capability is developed. On
completion of the operational capability, it is integrated into the operational system(s),
testing and certification are completed, and accreditation is performed. New releases of the
operational capability occur as needed.
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Whatever approach is chosen, staff personnel must be trained in the approach and related
technologies. To the extent feasible, prototypes should result in immediate operational
benefits, in that some subset of the prototype should be suitable for near-term fielding.

2.2.3 Develop Capability Baseline

In parallel with the preceding step, a capability baseline should be prepared that serves as
the official functional baseline for each capability. If the capability is based primarily on
commercially-available elements, preparation of the capability baseline will involve
assembling the refined concept of operations and security architecture, along with the
available product documentation, and drafting any other documentation needed to reflect an
integrated view of the involved products or components and the system into which they are
to be incorporated. If substantial software development is involved, a capability baseline
must be prepared to describe the new capabilities. Minimum contents for the baseline
include functional capabilities, internal interfaces (e.g., data, other products, support and
management software), and performance goals. If the baselined document is affected by
user-required changes, the changes should be tracked and the document updated after
software delivery. Demonstration prototypes can be a particularly important source of
insight for the capability baseline.

2.2.4 Perform Functional Testing

The next step is functional acceptance testing. Where feasible, functional testing is done in
the prototype environment, so as not to interfere with the operational system. Final
functional testing typically is done after the capability has been integrated into the
operational system(s). Functional acceptance testing should be based upon test scenarios in
the capability baseline, as adapted for the specific site involved.

2.2.5 Perform Certification

Certification is the technical assessment of whether a system meets its security
requirements [6]. Certification is performed in parallel with development and integration
and is not restricted to testing at the end of the effort [7]. For example, early certification
review is needed to prevent planners from pursuing approaches that have substantial
security shortcomings.

At a minimum, all security-relevant documentation must be reviewed by certifiers and
independent testing must be performed, including penetration testing. That is, if functional
testing is performed by the developer, key portions must be repeated by the government
(e.g., perhaps through an IV&V organization). Penetration testing must be performed by a
different group from the one performing functional testing (preferably by a different
organization) and must not be required to repeat the systematic, thorough examination of
capabilities that is performed by functional testing. Penetration testing instead must be free
to concentrate on arcane attacks and on areas of potential vulnerability. Data integrity and
denial of service attacks are within the scope of penetration testing. Note that substantial
testing is warranted due to the inherent security risks of fielding MLS capabilities and using
new trusted products. Use of products rated or endorsed by NSA is expected to reduce,
but not eliminate, the need for certification review.




The most critical aspect of security certification is the use of qualified specialists to perform
the work. Each security product involved must be examined by an objective expert who is
qualified to assess the product's security effectiveness within the particular capability. For
example, if NSA-evaluated products are used, a representative from the product evaluation
team could participate in the certification. Without such specialized expertise, certification
reports have a high likelihood of containing incorrect or misleading information.

Minimal required documentation includes certification findings and security operating
procedures. The latter are needed so that security managers know what organization-
specific rules to follow in initializing and using security permissions and audit capabilities.

2.2.6 Support Accreditation

The last step of acquisition and integration is to support accreditation or reaccreditation of
the system into which the new capabilities have been incorporated. Accreditation is the
management decision to operate the system [6]. Accreditation is based on certification
findings. For initial capabilities there might be limited functionality or security restrictions
that must be endured until later versions are available.

2.3 Operate System With New Capabilities

Capabilities finally are used in the operational system. Transition planning to integrate the
new capabilities into an existing system is complex and must address training, procedures,
data, hardware, and software. New procedures and roles might be needed. Data might
have to be partitioned (e.g., into databases operating at different security classification
levels). Old and new configurations might be operational simultaneously, with new MLS
capabilities implemented for only a subset of the users. Care is needed that the insertion of
MLS capabilities not disrupt operation.

MLS capabilities initially being fielded in operational systems should be carefully evaluated
during the initial period of operation to assess the security, performance, and impact of the
capabilities. Such scrutiny is needed because unforseen difficulties can arise when users,
administrators, and security officers begin using a new capability to support an operational
application. Another reason for careful oversight of the initial operational period is that
current MLS capabilities, due primarily to limitations in product completeness and maturity,
do not have the assurance of mature commercial products or of capabilities developed in
accordance with a detailed, step-by-step development process. Subsequent releases of the
MLS capability should improve its assurance, along with its functionality and performance.

Feedback is needed from initial MLS capabilities that have been fielded in operational
systems. This feedback could be provided in the form of operational MLS experience
reports, prepared about one year after initial fielding (or as needed). While there normally
is no official requirement for such reports, the Joint MLS Technology Insertion Program
encourages their preparation. The purpose of such reports is to record the view of real
users rather than technologists or program planners. Whereas people who plan for or
develop a capability might be inclined to put the best face on their efforts, people who use a
capability should be better able to provide an objective assessment.
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ARCHITECTURAL IMPLICATIONS OF COVERT CHANNELS
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Abstract This paper' presents an analysis of covert
channels that challenges several popular assumptions
and suggests fundamental changes in multilevel ar-
chitectures. Many applications could benefit from a
practical multilevel implementation but should not
tolerate any compromise of multilevel security, not
even through covert channels of low bandwidth. With
the present state of the art, the applications either
risk compromise or forgo the benefits of multilevel sys-
tems because multilevel systems without covert chan-
nels are grossly impractical. We believe that the pres-
ence of covert channels should no longer be taken for
granted in multilevel systems.

Many covert channels are inherent in the strate-
gies that multilevel systems use to allocate resources
among their various levels. Alternative strategies
would produce some sacrifice of efficiency but no in-
herent covert channels. Even these strategies are in-
sufficient for general-purpose processor designs that
are both practical and multilevel secure.

The implications for multilevel system architec-
tures are far-reaching. Systems with multilevel pro-
cessors seem to be inherently either impractical or un-
secure. Research and development efforts directed to-
ward developing multilevel processors for use in build-
ing multilevel systems should be redirected toward
developing multilevel disk drives and multilevel net-
work interface units for use with use only single-level
processors in building multilevel distributed operat-
ing systems and multilevel distributed database man-
agement systems. We find that distributed systems
are much easier to make both practical and secure
than are nondistributed systems. The appropriate
distributed architectures are, however, radically dif-
ferent from those of current prototype developments.

Keywords covert channels, distributed systems,
multilevel security, system architecture.
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Introduction

This introduction describes covert channels and
their exploitation. The next section gives some back-
ground on covert channel research and relevant stan-
dards. After that, we identify the circumstances in
which covert channels need not be avoided when de-
signing a system for an installation. First, we consider
various reasons why covert channels might be tolera-
ble in a multilevel system. Then, since covert chan-
nels are found only in multilevel systems, we consider
when alternatives to multilevel systems are appropri-
ate for an installation. This seems to leave a large
class of installations that would want multilevel sys-
tems free of covert channels.

We next turn our attention to various reasons why
multilevel systems have covert channels and consider
how the needs of applications can be met without
producing covert channels. We consider in particular
how a multilevel system can allocate resources among
levels without covert channels that compromise secu-
rity and without inefficiencies that leave the system
impractical. We describe the problems with dynamic
allocation and identify three alternative strategies for
secure and practical resource allocation: static allo-
cation, delayed allocation, and manual allocation.

We describe some practical approaches to multi-
level allocation for various devices, including multi-
level disk drives, and explain why allocating software
resources among levels is so troublesome. Finally, we
present the implications for multilevel system archi-
tectures and suggest new directions for research and
development.

To the Reader Earlier versions of this paper were
misinterpreted by some very knowledgeable read-
ers, leading us to clarify the exposition. Neverthe-
less, we warn readers familiar with the problems of
covert channels in multilevel systems that, because
we are questioning some popular assumptions about
covert channels, what you already know about covert
channels may cause you to misunderstand our main
points. Thus, please forgive our belaboring certain
central issues and slighting other fascinating topics
that seemed less central to the discussion.



Covert Channels Covert channels are flaws in the
multilevel security of a system.? The channels are
found only in multilevel systems. A malicious user
can exploit a covert channel to receive data that is
classified beyond the user’s clearance. Although a
covert channel is a communication channel, it is gen-
erally not intended to be one and may require some
sophistication to exploit. 1t may take considerable
processing to send one bit of data through the chan-
nel; error control coding is needed to signal reliably
through a noisy covert channel. Exploitation may re-
quire the help of two Trojan horses. One runs at a
high level and feeds high data into the channel, and
the other Trojan horse runs at a lower level and re-
constructs the high data for the malicious user from
the signals received through the covert channel. The
low Trojan horse is not needed if the high one can
send a straightforward signal that can be directly in-
terpreted. Also, as we explain later, malicious users
can exploit some special kinds of covert channels di-
rectly without using any Trojan horses at all.

A covert channel is typically a side eftect of the
proper functioning of software in the trusted com-
puting base (TCB) of a multilevel system. Trojan
horses are untrusted programs that malicious users
have written or otherwise introduced into the system.
A Trojan horse introduced at a low level can usually
execute at any higher levels.3

A malicious user with a high clearance does not
need to use covert channels to compromise high data.
The mandatory access controls would permit reading
the ligh data directly. Ordinary reading is certainly
an easier way to receive the data if the discretionary
access controls permit ordinary reading. If not, it is
easier for a Trojan horse to copy the data into another
place where the discretionary controls do permit the
malicious user to read it than to exploit a covert chan-
nel to transmit the data.

The levels that concern us here are not necessarily
hierarchical confidentiality levels. They may instead
be partially ordered combinations of hierarchical lev-
els with sets of compartments. We assume that a
level might have some compartments. This means
that two different levels may be comparable or in-
comparable. If comparable, one level is higher and
the other is lower. If incomparable, neither level is
higher or lower. A higher level denotes greater in-

2Similar flaws in other aspects of security are sometimes
called covert channels, too, but a covert channel in this paper
is always a communication channel in violation of the intended
multilevel policy of the system.

3If a program could run only at the level where it was in-
stalled, it would be harder for a malicious user with a low
clearance to introduce the high-level Trojan horse. It would
also be inconvenient to install legitimate software.

tended secrecy or confidentiality.*

Noise in Covert Channels The bandwidth of a
covert channel is the rate at which information or
data passes through it. A noisy channel intentionally
or accidentally corrupts the data signal with errors so
that the information rate is slower than the data rate.
A very noisy channel with an apparent bandwidth of
one bit of data per second might actually leak only
one millionth of a bit of usable information per sec-
ond. Such a low bandwidth is beneath the notice of
some. A malicious user who might have received the
classified answer to a yes-or-no question almost im-
mediately if the channel had no noise would expect
to wait almost twelve days for the answer. Of course,
the channel still compromises security even though
extremely high noise makes for an extremely low ef-
fective bandwidth.

Noise in a covert channel may also make its infor-
mation probabilistic. For example, consider a slower
covert channel with a bandwidth of a thousandth of
a data bit per second where each bit received has a
seventy-five percent chance of being the same as what
was sent and a twenty-five percent chance of being
wrong. A malicious user exploiting the channel must
receive the answer to a yes-or-no question many times
before believing whichever answer was received more
often. The expected wait for each answer is about
seventeen minutes, but it takes around five hours for
confidence in the answer to reach ninety-nine percent.
Here again, compromise of security is postponed but
not prevented.

Background

Various approaches exist for detecting and ana-
lyzing covert storage channels [2, 12} and for avoiding
some of them [5]. For covert timing channels, ad-
ditional approaches exist for detection, analysis, and
avoidance [4, 14]. Some approaches attempt to ad-
dress both types of covert channels [3]. The notions of
restrictiveness and composability [8] seek to preserve
the absence of covert channels under composition, as-
suming their absence in the underlying components.

At the end of this paper, we discuss some new
directions for multilevel system designs that avoid all

4For simplicity, we assume that levels are for confidentiality
although they could instead be for integrity or for both in-
tegrity and confidentiality. The levels for mandatory integrity
are duals of confidentiality levels; covert channels can compro-
mise mandatory integrity in a direct parallel to their compro-
mise of mandatory confidentiality. For example, a Trojan horse
running at a low integrity level might covertly contaminate
high integrity data where overt contamination was prevented
by multilevel integrity.




covert channels. The architectures themselves are not
new, of course. Others have considered similar archi-
tectures for somewhat different reasons [11, 13].

Much of the research and development in covert
channels for practical systems has been devoted to
reducing bandwidths to what some consider to be
slow rates. Sometimes delays are introduced to lower
bandwidth, and sometimes noise is added to lower
the usable bandwidth. These approaches merely en-
sure that malicious users exploiting the channels do
not enjoy the same quick response times to their
queries as legitimate users enjoy. The assumption
may be that if it takes hours or days for an answer
to a simple illicit question, malicious users will ignore
the covert channel and prefer more traditional meth-
ods of compromise, such as blackmailing or bribing
cleared users. Although we do recognize some situa-
tions where covert channels are tolerable, we believe
the reason is rarely because of low bandwidths. For
most installations, we believe that all covert chan-
nels should be completely avoided, not simply made
small. A clever, malicious user can gene.rally_ compro-
mise classified information with even the narrowest
covert channel.

Other research in covert channels for practical sys-
tems has addressed the elimination of some specific
varieties of channels. The other varieties, typically
including all timing channels, are permitted in a mul-
tilevel system because the developers couid not find a
way to eliminate them without rendering the system
impractical for its legitimate functions. The assump-
tion may be that any channel that is too hard for a
developer to eliminate must also be too hard for a
malicious user to exploit, but this assumption is so
clearly fallacious that it is never explicit.

A cynical interpretation of this willingness to tol-
erate residual channels is that, because many users
have simply accepted systems with covert channels
despite the potential for security violations, develop-
ers treat a multilevel security policy as an ideal to
approach, not as a requirement to meet. A more gen-
erous interpretation is that the developers intend to
eliminate more and more kinds of covert channels with
each new generation of multilevel designs hoping that
someday they can actually design a system with no
covert channels. We wish they would go straight for
systems free of covert channels, and we believe the
goal can be reached.

Standards The U.S. Defense Department stan-
dards in the Trusted Computer System FEvaluation
Criteria [9], also known as the Orange Book, place
restrictions on covert channels in secure systems. Sys-
tems evaluated at classes C1 and C2 would have no
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covert channels simply because they would always be
run at a single level. There are no restrictions on
covert channels in a class Bl system, even though the
system would probably have plenty of them.

For a class B2 system, an attempt must be made
to identify the covert storage channels, measure their
bandwidths, and identify events associated with ex-
ploitation of the channels. The design must avoid all
storage channels with bandwidths over one bit per
second, and the audit must be able to record the ex-
ploitation events for any storage channels with band-
widths over one tenth of a bit per second. There are
no restrictions on covert timing channels. In a class
B3 system, the criteria for covert channels are ex-
tended to the timing channels.

In a class Al system, the attempt to identify
covert channels must use formal methods, but the
criteria are otherwise the same as for class B3. The
requirement of formal methods does imply that the
informal methods acceptable for classes B2 and B3
may miss some covert channels. Among the channels
that formal methods themselves tend to miss are the
timing channels.

The criteria for covert channels in other security
standards are similar to the Orange Book criteria. Al-
though no standards require avoiding all covert chan-
nels, considerable theoretical work has been done on
hypothetical systems free of covert channels. This is
in part because absolute multilevel security would be
better than multilevel security with potential com-
promise through covert channels. Another reason is
surely that absolute security is far easier to express in
a mathematical model than is compromised security.

We feel that the tolerance of covert channels in
security standards is unnecessary and therefore in-
appropriate for most multilevel systems. In fairness,
when the Orange Book was written, covert channels
were believed to be inevitable. This belief remains
widespread today. We do not accept the inevitability
of covert channels in practical multilevel systems, and
we fear that the current tolerance of covert channels
is itself a major threat to classified information. The
Orange Book and other standards are meant to pro-
mote the development of secure systems. The stan-
dards should not be used as excuses for developing
systems with unnecessary flaws.

Tolérating Covert Channels

A malicious user who is cleared for certain clas-
sified data can always compromise the secrecy of the
data. The problem with covert channels is that a
malicious user with the help of one or more Trojan



horse programs can exploit a covert channel to com-
promise data classified beyond the user’s clearauce.
Installations without malicious users or without Tro-
jan horses can tolerate whatever covert channels a
multilevel system might have because the channels
would not be exploited.

No Malicious Users Of course, at any installation
with more than one user, one can never be certain
that no users are malicious, but a system-high instal-
lation might reasonably ignore its covert channels as if
there were none. Since running system-high requires
that all users be cleared for every level, the security
officers of the installation would not expect users to
exploit covert channels. To compromise any data in
the system, a malicious user does not need a covert
channel. Covert channels are tolerable in system-high
installations because they do not increase the system
vulnerability.

No Trojan Horses The security officers of some
installations will assume that they have no Trojan
horses. They may be right only because conven-
tional compromise remains easier than exploiting Tro-
jan horses when malicious users have limited technical
skills. Few malicious hackers have access to multilevel
systems, and few multilevel systems are exposed to
malicious hackers. But security officers cannot know
whether their installations are among the unfortunate
systems.

An installation cannot reasonably be assumed free
of Trojan horses unless appropriately trained people
rigorously check all the programs that run on the sys-
tem to be sure that none harbor Trojan horses. All
new applications and all changes to existing appli-
cations must be reviewed. Rigorous reviews are so
expensive and time-consuming that the software on
the system must be fairly stable. Also, the system
must not have any compilers, command interpreters,
or similar programs able to create code and bypass
the review procedures. Because no Trojan horses are
available to exploit them, most covert channels are
tolerable in an installation that can afford to ensure
that all software is trusted not to contain a Trojan
horse. Such a multilevel installation, if any exists,
is probably dedicated to one modest-size application
program running on a bare processor.

Malicious users can exploit some special covert
channels to compromise certain kinds of classified
data without employing Trojan horses. Typically, the
data might indicate how busy the system currently is
at various levels. If the data were only nominally clas-
sified, its leakage would not be serious, but release
of such data at lower levels could constitute a real
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compromise of some systems. These special covert
channels are, of course, intolerable even when an in-
stallation is known to be free of Trojan horses.

Low Bandwidth It may also be the case that leaks
through covert channels are tolerable at some instal-
lations, provided the leaks are slow enough. The Or-
ange Book suggests that covert channels with band-
widths under one bit per second are “acceptable in
most application environments.” This acceptability
may simply be a concession to the sorry state of the
art where some covert channels are sure to be present
in any multilevel system and where merely identifying
all the covert channels is generally infeasible.

It is difficult to believe that many security officers
worry about how quickly data is compromised instead
of worrying about whether it is compromised. Surely
most worry about both problems. Nevertheless, a suf-
ficiently low bandwidth could reasonably make covert
channels tolerable at installations with special situa-
tions. Where all classified data is tactical data with
ephemeral classifications, slow covert channels are tol-
erable if data would no longer be classified by the time
it had been released. If leaking the answer to one cru-
cial yes-or-no question is enough to compromise the
system, either the classification of that answer must
last only a split second or all covert channels must
have extremely low bandwidth.

Similarly, at installations where a price tag can
be placed on all classified data, some covert chan-
nels are tolerable because no Trojan horses to exploit
the channels would be cost-effective or because any
alternative without covert channels would be too ex-
pensive. If covert channel bandwidths are important
in performing the cost-benefit analysis, some covert
channels may be tolerable because of their low band-
widths. Where data is classified to protect national
security, assigning prices is foolish and perhaps illegal.

Lack of Alternatives Many installations tolerate
covert channels simply because every multilevel sys-
tem under consideration has some and because those
in charge feel they need multilevel systems. Fortu-
nately, these difficulties can be overcome. We believe
that there can be multilevel systems without covert
channels and that there are often suitable alternatives
to multilevel systems. The accreditors of automated
systems for multilevel applications should not have to
tolerate covert channels.

Alternatives to Multilevel Systems

Not all applications have to run on multilevel sys-
tems. We mention first two unattractive options that




must sometimes be taken. One is not to implement
the application at all, and the other is to implement
it with manual procedures only. The remaining al-
ternatives are all automated implementations. The
potential benefits of automation include convenience,
accuracy, speed, and lower costs. These benefits have
permitted the implementation of many applications
that were infeasible before the advent of computers.

When an application involves only one level of
data or when all users are cleared for every level of
data, the best alternatives are a single-level system
or a system-high system, respectively. But the appli-
cations that interest us here have some data classi-
fied at levels beyond the clearances of some users of
the automated system. A single-level or system-high
system cannot accommodate these applications, but
a multilevel system is not the only alternative left.
Another possibility is a system with an independent
subsystem per level (ISPL). ISPL systems tend to be
inefficient, but at least they are intrinsically free of
covert channels. We present the ISPL architecture
mostly because it is useful later for comparisons with
more attractive alternatives.

In an ISPL system, there is a separate subsystem
for any level where the system as a whole could have
some data. Data is stored on the subsystem for the
level matching the classification of the data. Addi-
tional upgraded copies of the data might be stored on
some other subsystems at higher levels. A user has
access to a subsystem only if its level is dominated by
the user’s clearance.

The subsystems are electronically independent.
Each subsystem has its own hardware, and the hard-
ware for the subsystem at one level is not connected
to any hardware for subsystems at other levels. The
subsystems are not completely independent, however.
They are parts of a whole system with multiple lev-
els because users sometimes refer to data on a lower
subsystem in order to modify data on a higher sub-
system. Users might also manually reenter data from
a low subsystem into a high one, or operators might
transfer data storage media to higher subsystems.

Like single-level systems, ISPL systems are inher-
ently free of covert channels. Multilevel security is
compromised only when people fail to follow proper
procedures. The automated parts of the system can-
not themselves reveal data to a user not cleared for it.
However, trying to overcome some of the limitations
of an ISPL system may lead to complex procedures,
and the complexity brings serious dangers that acci-
dental compromise would become frequent and that
malicious compromise would become easy to arrange.

Because the subsystemns are independent of each
other, none of the coordination among subsystems
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can be automated. This tends to diminish all the po-
tential benefits of automation. Unless the required co-
ordination among subsystems is minor, an ISPL sys-
tem may well be too inconvenient, inaccurate, slow, or
expensive for an application. An integrated multilevel
system may then be the only practical option. Un-
fortunately, multilevel systems typically have many
covert channels.

Some Reasons for Covert Channels

Our aim is to avoid all covert channels in multi-
level systems. Present experience, however, is that
any practical multilevel system contains many covert
channels, despite the attempts of developers to elim-
inate them. It has been so difficult to avoid covert
channels because several highly desirable functions of
a multilevel system seem to produce covert channels
as a side effect. Fortunately, the essential multilevel
functions can be implemented without building covert
channels into the system.

The differences in functional capabilities between
ISPL systems and multilevel systems highlight the
major sources of covert channels in multilevel sys-
tems. In an ISPL system, which cannot have covert
channels, the absence of connections among the inde-
pendent subsystems for each level prevents the sys-
tem from doing all that a multilevel system can do.
Among the services requiring some manual assistance
in an ISPL system are reading consistent data from
lower levels, downgrading overclassified data, writ-
ing up reliably, and maintaining consistency among
the values of data items at different levels. A mul-
tilevel system needs no manual assistance with these
services, but the implementation techniques generally
introduce covert channels.

Reading Down An automated system might al-
low one process to change data that another process
is currently reading. Then, the value the reading pro-
cess receives could reflect neither the value before the
change nor the value after the change, but some use-
less mixture of the two values. Such mixed results
from reading are unacceptable in most applications.
The usual technique to prevent the problem is for the
reading process to lock the data before reading it.
The lock is not granted if any other process is cur-
rently writing the data, but once the lock is granted,
no other process is permitted to write the data until
the reading process releases the lock.

In a multilevel system with support for read-
ing down, this technique produces a covert chan-
nel. Lower-level processes can detect when a higher
process reads down to lower data because the higher



process holds a lock that prevents the lower processes
from writing the lower-level data. Data cannot be
locked for reading down without producing a covert
channel.

Different techniques free of covert channels can
ensure that high processes do not read inconsistent
data [1, 6, 7]. The most popular technique is for the
lhigh process to check whether any lower process may
have written the data between the time when the high
process started to read the data and the time when it
stopped reading the data. If so, the read is potentially
inconsistent, and the high process repeats the entire
read again until it is sure that no lower process wrote
the data while it was being read. For some applica-
tions, there is a serious risk with this technique that a
high process that tries to read a lengthy and volatile
data item may keep trying to read the item for a long
time without ever succeeding. Other techniques may
be appropriate for those applications.

Downgrading Alldowngrading is inherently an ex-
ploitation of a covert channel. When the downgrad-
ing is legitimate, one could say that the channel is
not really “covert,” but the intended downgrade of
overclassified data is often accompanied by some in-
cidental and unacknowledged downgrading of other
data. A Trojan horse might exploit the channel by
manipulating the other data. It may also be possible
for a Trojan horse to hide other data in the overclas-
sified data. Multilevel system designs cannot provide
legitimate automated downgrading and still avoid all
covert channels.

Writing Up When a user working at a low level up-
grades low data to a higher level, the data is said to
be written up.® To make the writing reliable, the low
user might be notified whether sufficient resources at
the higher level are currently available to support the
writing up. This notification produces an exploitable
covert channel. Suppressing the notification makes
writing up unreliable; the user or program that wants
to upgrade data never knows whether the writing up
worked or not. Applications that need writing up typ-
ically need reliable writing up, not hit-or-miss writ-
ing up. Reliable writing up can be achieved with-
out covert channels by reserving sufficient resources
at higher levels to accommodate all potential requests
to write up. This is not easy to implement, and re-
serving the high resources may constitute a serious
loss of efficiency. A practical multilevel system ap-
parently cannot provide reliable writing up without
covert channels.

®If the user were working at the higher level, the upgrade is
from reading down, not writing up.

Consistency Across Levels When an application
requires consistent values in two data items, a change
to one may force a change to the other to keep them
consistent, or alternatively, a change to one may be
forbidden until after the other is changed to a consis-
tent value. This can be problematic in a multilevel
system when the two data items are classified at dif-
ferent levels [1]. If the levels are comparable, one
approach is secure and the other produces a covert
channel. Which is which depends on whether the data
item changed is at the lower or higher level. Neither
approach is secure if the levels are incomparable due
to differing compartment sets.

Fortunately, one result of a rational classification
of data is that any criterion of consistency applies to
data items that are all at the same level. A data item
would never have to be consistent with data items at
any other levels. A requirement for consistency with
a higher item implies that a user cleared to read the
lower itemn can infer something about the higher item,
which must have a consistent value. The existence
of the inference suggests either that the lower data
should be classified at the higher level or that the
higher data should be classified at the lower level. If
data were classified rationally, users cleared just for
lower data could not infer anything about higher data.

In practice, however, classification is not purely
rational, and some applications really may need con-
sistency across levels. This can be achieved without
covert channels, provided that reliable writing up is
properly implemented and the levels involved are all
comparable. The likely cost is gross inefficiency from
keeping the writing up reliable and some inconve-
nience because users must always change the lowest
items first. Data consistency across levels, freedom
from covert channels, and practicality seem to be in-
compatible in a multilevel system.

Resource Allocation among Levels

We turn next to another distinction between ISPL
systems and multilevel systems, their different abili-
ties to allocate resources among levels. In an ISPL
system, the allocation for a level is the hardware in
the subsystem for the level. In order to change the al-
location for a level, some piece of equipment must be
replaced, and reallocating resources from one level to
another is likely to involve bringing down two subsys-
tems for a while. In a multilevel system, reallocating
resources is more convenient. Resources can often be
allocated to whichever level can make the best use
of them at the time. This can greatly increase the
efficiency of the system. With a multilevel system
instead of an ISPL system, the users can get more
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service from the same hardware or equivalent service
from less hardware.

Reading down, downgrading, writing up, and data
consistency across levels, as we explained before, are
not just functional distinctions between ISPL systems
and multilevel systems, but also common reasons for
covert channels in multilevel systems. Similarly, re-
source allocation is a common reason why multilevel
systems have covert channels, as well as being a func-
tional difference from ISPL systems.

Because a system often has many kinds of re-
sources, resource allocation may be the reason for
most of the covert channels in a multilevel system.
Among the space resources to be allocated are phys-
ical memory, entries in operating system tables soft-
ware, storage on disk, and bandwidth in a network
connection. The allocable time resources include pro-
cessor time (CPU time), service time from the op-
erating system, disk access time, and access time to
other multilevel devices such as terminals, printers,
tape drives, and network interface units. Resource
allocation is a primary function of operating systems,
but multilevel networks, database management sys-
tems, and even applications have resources of their
own to allocate among levels.

We consider four general strategies for resource

allocation among levels: static allocation, dynamic .

allocation, delayed allocation, and manual allocation.
Dynamic allocation is the most efficient but inher-
ently produces covert channels. The other three
strategies are free of covert channels but can be inef-
ficient to the point of complete impracticality when
used for the wrong resources. Static allocation is the
simplest strategy and the least efficient. It is usually
as inefficient as an ISPL system. Delayed allocation
and manual allocation are more efficient, sometimes
approaching the efficiency of dynamic allocation. De-
layed allocation is better suited to some resources,
manual allocation is better for other resources, and a
combination of both may be better than either one in
some cases. We use the allocation of processor time
as the main example to illustrate the four strategies.

Static Allocation With static allocation, a fixed
portion of a resource is allocated to each level that
shares the resource. One level cannot borrow from
another level even when the first level could use more
than its share and the other level has idle capacity.
If processor time is statically allocated, the share
of time allocated to a level is generally determined
through the initial system configuration. The con-
figuration might assign time slots to each level. The
schedule would consist of a sequence of time slots that
is repeated for as long as the processor runs. The
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share for a level is the length of its time slot in the
sequence or, if the level has several slots, their com-
bined length. Only processes at the proper level run
during the time slot for a level. The level gives up the
processor at the end of its time slot even if some pro-
cesses at that level still want processing time. On the
other hand, during the time slot for a level, the pro-
cessor is left idle whenever every process at the level
is waiting for I/O or whenever there are no current
processes at the level. This means that the processor
may be idle during the time slot for one level when
there are processes at another level that could have
been serviced.

Dynamic Allocation At the cost of producing a
covert channel, dynamic allocation avoids such wast-
ing of resources. Resources are allocated among levels
based on the current needs at each level. The simplest
algorithms allow one level to borrow freely as needed
from other levels. More complicated dynamic alloca-
tion algorithms place some limits on how much can
be shared or how frequently reallocation can occur.

If processor time is dynamically allocated, the cur-
rent loads might freely determine the share of proces-
sor time for a level, or the system may adjust shares
within configured limits. When the higher levels are
busy, processes at lower levels cannot get as much
processing time as when the higher levels are idle.
Because lower processes can detect whether higher
levels are relatively idle or relatively busy, there is an
exploitable covert channel.

For example, a high Trojan horse could send a
“one” bit during a particular period by requesting so
much processor time that the processor would seem
especially busy to the low Trojan horse receiving the
signal. To send a “zero” bit instead, the high Trojan
horse would refrain from requesting processor time so
that the low Trojan horse would find the processor
relatively idle. Irregular patterns of legitimate activ-
ity probably make the channel noisy, and the noise
reduces the effective bandwidth of the channel. But
the channel is not eliminated. Some bandwidth would
still be available for leaking information to users who
are not cleared to see it.

The covert channel from dynamic allocation is ex-
ploited by exhausting the resource. Processor time
like any resource is finite, but in some cases, proces-
sor time is effectively inexhaustible. If the heaviest
possible load on the processor would not consume
all the available time, there is always time available
whenever a level wants some. This eliminates the
covert channel, but it makes dynamic and static al-
location equally inefficient. Ensuring that process-
ing time is always available with dynamic allocation



would ensure that time is always available with static
allocation, too. The same amount of processing time
would go idle either way.®

Delayed Allocation Allocating resources to one
level may entail denying the same resources to other
levels that request them later. A dynamic allocation
strategy that could support instant reclamation of re-
sources need not have a covert channel. Each level
would have a basic allocation, but when a lower level
was not using all of its basic allocation, a higher level
wanting more than its own allocation could borrow
from the unused portion of the lower level allocation.
If the lower level later became busy enough to want
some of the borrowed allocation back, enough would
be instantly reclaimed for the lower level.

Similarly, if an intermediate level wanted more
than its allocation, it could also borrow from the lower
level. When a higher level had already borrowed from
the lower level, that would not influence how much
the intermediate level could borrow. If necessary, re-
sources that were borrowed for the higher level would
be instantly reclaimed and reallocated to the inter-
mediate level.

A higher level could not borrow resources from a
lower level while the lower level was using them or
while any intermediate level was already borrowing
them. Also, a lower level could never borrow from a
higher level although it would sometimes reclaim its
own basic allocation from the higher level or usurp
the resources of a still lower level that the higher level
happened to be borrowing.”

When a process at a level is given resources, it

SIn some circumstances, dynamic allocation might always
give enough time even though static allocation of the same total
capacity did not always give enough. This may occur if the
limits on the load yield a maximum combined load for all levels
that is less than the sum of the inaximum loads for individual
levels. The most likely reason for such a pattern of loads is
that some other dynamically allocated resources are exhausted.
The allocation routines for the other resources would then have
exploitable covert channels even though the allocation routine
for processor time did not. '

“When a system involves incomparable levels, the rules for
borrowing are more complex. Incomparable levels cannot bor-
row from each other, nor can they compete to borrow from
another level lower than them. One way to avoid competition
among incomparable levels is to allow only some of the higher
levels to borrow from a lower level. The system configuration
would select which higher levels can borrow from a level. The
levels selccted to have borrowing privileges for a resource at a
lower level must be mutually comparable. For any two incom-
parable levels, the selections for a lower resource might contain
one or the other of the two incomparable levels, or perhaps
neither, but certainly not both. Because any level not selected
could not borrow the lower resource at all, it would never com-
petc for the resource with another incomparable level that was
selected.

35

might be told whether they come from the basic al-
location for its own level, and if not, it could be told
from which lower level it is borrowing them. It must
not be informed whether the resources were reclaimed
from a higher level. There is no covert channel be-
cause the borrowings of higher levels do not affect the
resource amounts available for a lower level.

When requests for resources are satisfied, the re-
sources are allocated with the same speed whether
the resources are currently free or currently being
borrowed at a higher level. If free resources might
be allocated instantaneously, then borrowed resources
must be reallocable to a lower level instantaneously,
too. Since instantaneous reallocation is not feasible
for most resources, instantaneous allocation of free
resources usually cannot be provided either. If bor-
rowed resources can be reallocated only slowly, free
resources must be allocated just as slowly. The de-
layed allocation strategy is named for the sometimes
substantial delays the strategy can introduce in the
allocation of resources.

For a delayed allocation of processor time in a sys-
tem with only comparable levels, throughput could be
maximized by making a basic allocation of all the pro-
cessor time to the lowest level. Each level would seem
to have available to it all the time that lower levels
were not already using. At the end of each time slice,
the processor would be allocated to the lowest level
with a process ready to run.® Aninterrupt for the cur-
rently allocated level could be serviced promptly, but
an interrupt for another level would not be serviced
until the next tiine slice when no lower tasks were
pending. With all time slices being of equal duration,
this delay in servicing interrupts conceals whether the
processor was idle when the interrupt occurred or was
busy servicing a higher level. The delay clearly wastes
some processor time in order to avoid the covert chan-
nel found with dynamic allocation.

Since a lower level would not be prevented from
consuming all the time and shutting out all higher lev-
els, some installations may prefer instead to give each
level a basic allocation in order to guarantee some

8All levels except the lowest level are borrowing their time
from the basic allocation to the lowest level. Since two incom-
parable levels cannot compete for the same resource, a system
with incomparable levels needs some changes to the algorithm.
The simplest variation is to specify a repeating sequence of
time slices. The slices in the sequence need not all be the same
length of time, but for each cycle through the time slices, each
slice must be the same length as it was in the first cycle. All
the time slices would still be in the basic allocation for the
lowest level, but different sets of borrowing levels should be
selected for different time slices in the sequence to ensure that
each incomparable level has chances to borrow processor time.




time for each level. This fairness comes at the cost
of lower overall efficiency. Whenever multiple levels
compete for a shared resource, any strategy to pre-
vent denial of service to high levels will either require
more resources or produce a covert channel, entailing
compromise of multilevel security.

The advantage of dynamic allocation is its more
efficient use of processor time than with static allo-
cation. In fortunate circumstances, delayed alloca-
tion is essentially as efficient as dynamic allocation.
But in ordinary circumstances, the delays introduced
to conceal processor loads at higher levels make de-
layed allocation less efficient than dynamic allocation.
And in unfortunate circumstances, delayed allocation
could be even less efficient than static allocation.

Manual Allocation A contributing factor in pro-
ducing a covert channel with dynamic allocation is
that the allocation is changed automatically based on
data from untrusted software. Changes in the allo-
cation based on trustworthy data do not necessarily
produce a covert channel. The operators of a multi-
level system could sometimes switch the system man-
ually among a variety of different multilevel alloca-
tions appropriate for different situations. The opera-
tors would choose an allocation based on their expec-
tations of the upcoming resource needs at each level.
They must be careful to use information from outside
the system, not simply the current loads at each level.
Those loads may reflect the influence of Trojan horses
instead of legitimate activity.

More automated variants of manual allocation are
also possible. Some information within the system
could be used for automatic changes in the alloca-
tions of resources among levels. The information that
is safe to use is information that users or operators in-
put manually and that comes through trusted paths
to ensure freedom from the influence of any untrusted
software. On a multilevel system, safe inputs may in-
clude user logins, user logouts, user requests to change
to a new level, and possibly some other inputs through
an operator console.

These inputs must follow trusted paths from the
user or operator to the TCB. There is no covert chan-
nel because Trojan horses are incapable of spoofing
what a user does through a trusted path. That is pre-
cisely what makes a path qualify as a trusted path.
Since Trojan horses cannot produce any of the manual
inputs that determine how allocations are updated in
the manual allocation strategy, they cannot influence
the changes in allocation to any level. It is crucial that
the only information used to adjust the allocations
is information the operating system receives directly
from users through trusted paths.
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Manual allocation of processor time can be rea-
sonably efficient in a multilevel system used primarily
for online processing. If the user inputs for logging in,
logging out, and changing level all come via a trusted
path, the allocation of processor time for a level can
be proportional to the number of user sessions cur-
rently logged in at a particular level. This is often a
fair measure of the expected load at that level. No
time would go to levels with no current user sessions.
When all current sessions are at one level, that level
would be allocated all the processor time. Allocations
would be subject to change each time a user logged
in or out or changed from one level to another.

The ratio of the number of current user sessions
at a level to the total number of current sessions is a
secure basis for manual allocation only on a system
where the total number of users logged in is unclas-
sified. If users with low clearances must not know
how many users are logged in at higher levels, then
the ratio determining the allocation for a level should
instead compare the current sessions at the level to
the sessions at or below the level. Manual allocation
based on this ratio would be somewhat less efficient.

Efficiency might be enhanced by taking into ac-
count some other information about current user ses-
sions that the trusted paths have validated. The
user’s name, the time of day, and, if the system is
distributed, the processor supporting the user session
could be used to anticipate different loads from differ-
ent sessions and calculate allocations based on those
expectations. The weights for the calculations should
come from tables the operators have prepared in ad-
vance, not from the current demands of the sessions.

In a multilevel system where online processing pre-
dominates but there is some background or batch
processing, this approach should be modified so that
some time is allocated to levels that may have offline
processing. Otherwise, offline processing at a level
would cease whenever there happened to be no cur-
rent user sessions at the level.

Reallocation based solely on manual inputs would
not be as efficient as dynamic allocation based on all
available information. It should still be more efficient
than a static allocation that never changes. Manual
allocation, like delayed allocation, is less efficient than
dynamic allocation. Both allocation strategies are
compromises between dynamic allocation and static
allocation.

Manual and delayed allocation can be combined.
The same kinds of inputs as the manual strategy uses
to update allocations can be used to update the ba-
sic allocations for the delayed strategy. The hybrid
allocation strategy improves the efficiency of delayed



allocation, and with resources for which delayed allo-
cation is appropriate, the hybrid strategy is more ef-
ficient than manual allocation, too. The hybrid strat-
egy cannot outperform the best dynamic allocation
algorithm, nor is it likely even to be equally efficient.
However, the covert channels of dynamic allocation
are absent from a combination of manual and delayed
allocation, just as they are with static allocation, sim-
ple delayed allocation, and simple manual allocation.

Allocating Device Resources

We call a device multilevel if it ever stores or trans-
mits data for more than one level. At one extreme,
the device may always handle hundreds of levels, or
at the other extreme, it may handle one level on some
days and another level on the other days.

As a first example of a multilevel device, we con-
sider a multilevel terminal. It is inconvenient for a
user to move to a different terminal in order to work
at a different level or for the user to have as many ter-
minals on one desk as there are levels of work to do.
With one multilevel terminal, terminal access time
could be allocated to whichever level the user cur-
rently wants. Multilevel terminals would cost more
than single-level terminals, but the convenience may
justify the added cost. And if one multilevel terminal
fully replaces several other terminals, there may even
be a cost savings.

The multilevel terminal would need some special
manual inputs for selecting the level where the user
wants to allocate the terminal access time. A reset
button, a dial or switch for indicating a level, and
a ready button would be enough. When the user
presses the reset button, the terminal clears its screen
and any volatile memory, locks the keyboard, and un-
locks the level dial. Then, the user can set the dial to
the new level. When the user presses the ready but-
ton, the terminal locks the dial, selects the single-level
communication line at the level corresponding to the
setting of the dial, and unlocks the keyboard.

When the terminal is installed, the security ad-
ministrators should make sure that the dial settings
correctly label the processors that can be accessed
through the corresponding single-level lines. The
terminal must also be protected from sabotage, of
course. We caution against making the multilevel ter-
minal too sophisticated. A multilevel workstation is
far less likely to be implemented free of covert chan-
nels than is a basic multilevel terminal. Pushing the
reset button must remove all traces of whatever had
been done before.

A similar approach would work for a multilevel
printer or multilevel tape drive. The reset button of

37

a printer must clear all physical traces of what was
printed at the previous level. The justification for a
multilevel printer or tape drive is probably lower cost
or greater convenience again.

Trusted Network Interfaces A network of mul-
tilevel lines is more convenient for operators to install
and maintain than are separate networks of single-
level lines for a variety of levels. The convenience may
justify the cost of the trusted network interface (TN1)
units to connect each single-level communication line
to a multilevel line. Especially in a wide-area net-
work, the savings from having fewer cables may also
offset the cost of TNI units.

If a multilevel line is a radio-frequency cable, each
level can be statically allocated its own frequency
band. A TNI unit would tune to a band based on
its control settings. Whoever installs or maintains a
unit connecting a multilevel line to a single-level line
must check that the control settings of the unit agree
with the level of the single-level line.

TNI units should be connected to the communi-
cation lines of single-level processors and devices so
that they can communicate over the multilevel net-
work lines. Rather than having TNI units connected
to the various single-level lines for a multilevel de-
vice such as the terminal described earlier, one TNI
unit could be embedded in the multilevel device so
that one multilevel line could replace all its single-
level lines. The terminal would retune its frequency
based on the current dial setting when the user pushed
the ready button. Embedding a TNI unit is also an
option for a multilevel printer or multilevel tape drive.

A network of multilevel lines with TNI units wher-
ever processors and devices connect to the network
is functionally equivalent to separate single-level net-
works. A single-level processor could communicate
with other single-level processors and devices only if
they are at the same level. It could communicate
with the multilevel devices we described only when
they were currently allocated to the same level, too.

More complex TNI units might support multiple
single-level lines or support an allocation strategy for
the multilevel lines more efficient than static alloca-
tion of frequency bands to levels. We suspect the
added efficiency would not offset the problems of the
extra complexity: a higher cost per unit and reduced
assurance of multilevel security.

Cryptographic methods can supplement such TNI
units but are never a substitute. If network lines are
vulnerable, encryption can help preserve the confiden-
tiality and integrity of messages transmitted over the
network. However, if the network does not carefully
allocate resources based on the levels of the decrypted




messages, there are covert channels. Users communi-
cating at low levels could detect heavier and lighter
loads on the network from activity at higher levels,
possibly due to Trojan horses. Encrypting messages
does nothing to eliminate this covert channel.

Multilevel Disk Drives Any multilevel applica-
tion requires some support for reading down. Reading
down can be implemented with multilevel processors,
multilevel disk drives, some other multilevel storage
media, or a combination. Disks are more generally
useful for reading down than are other storage de-
vices. Also, we believe that multilevel disk drives are
much easier to build free of covert channels than are
multilevel processors. We are not certain that multi-
level drives really can be implemented without covert
channels as nobody has yet tried, but we sketch a
design that seems feasible.

The design uses manual allocation of the stor-
age space on the disk and uses a combination of de-
layed and manual allocation for the access time to
the disk drive. The interface for the operator has a
reset button, a restore button, an accept button, and
various browsing buttons to control a display panel.
The interface to the rest of the multilevel system is
through separate single-level lines for each level the
drive supports.?

A special single-level line connects the disk drive
to a single-level processor with a configuration table
that the operator maintains. The table shows (1) the
levels of the other single-level lines, (2) which levels
are higher or lower than other levels,'? (3) what level
of data is to be stored in each sector of the disk, (4)
how long each period in the access time schedule lasts,
(5) which level is the basic level for each time period
in the schedule, (6) which higher levels may borrow
time during each time period," and (7) what position
the disk arm is to be in at the end of each time period.

When a configuration table takes effect, the allo-
cation of storage space to a level is the sectors that
the configuration assigns to that level. The allocation
strategy for access time is a hybrid of delayed and
manual allocation. The effective configuration gives
the parameters for delayed allocation. The basic al-
location of access time to a level is the time periods
where that level is the basic level.

9As before, the single-level lines could be replaced with an
embedded TNI unit and a multilevel line.

10The level of the special line should be lower than the levels
of the other lines.

Mf the disk supports some incomparable levels, the borrow-
ing levels for a time period must be chosen to be mutually
comparable.

38

While the disk drive is providing its regular read-
ing and writing services, the drive rejects any requests
to change its internal configuration table. When the
operator pushes the reset button, the disk drive locks
all the buttons, stops regular reading and writing ser-
vices, and waits to receive a new configuration table
through its special line. The operator working on the
processor where configuration tables are maintained
should request a change to the new configuration. If
the disk drive finds the new configuration unaccept-
able, it shows an error code in its display panel and
unlocks the reset and restore buttons. The operator
has a choice of fixing and resubmitting the new con-
figuration or restoring the old configuration.

If the drive would accept the new configuration, it
unlocks all buttons and prompts the operator to dou-
ble check the changes. The operator uses the brows-
ing buttons to check all parts of the new configuration
and perhaps also the old configuration to be sure that
the configuration the disk drive received is exactly as
intended. This precaution means that the single-level
processor where the table is maintained and the path
connecting the processor and disk drive do not have
to be completely trusted.

If the configuration does not look right, the oper-
ator pushes the restore button. The disk drive locks
the restore and accept buttons, discards the new con-
figuration, and resumes regular service with the old
configuration. If the operator pushes the accept but-
ton instead, the restore and accept buttons are still
locked, but it is the old configuration that is discarded
and the new configuration that is used to resume reg-
ular services. Also, before resuming regular reading
and writing services with a new configuration, the
drive clears any disk sectors then allocated to levels
lower than before.!? During regular services, the reset
and browsing buttons remain unlocked.

While the disk drive serves a level, it accepts in-
puts and returns outputs through the communication
line for the level. The other communication lines are
ignored. The drive honors any requests to read or
write sectors at the current level. To support reading
down, the drive also honors requests to read sectors
at lower levels.

Within the disk drive itself, there is a scheduler
that determines which level to serve and for how long.
The scheduler cycles through the schedule of time pe-
riods in the current configuration. At the beginning of

12A ny sector allocated to a level incomparable to its old level
is also cleared. If the level of a sector is left unchanged, its
contents are kept. The contents are also kept in a sector whose
level increases. In such a sector, the contents are effectively
upgraded to the higher level.



a time period, it serves the basic level for the period.
When appropriate, the scheduler may change level be-
fore the period ends and allocate whatever remains of
the period to the lowest level that can borrow time in
the period. It may also change level more times and
allocate the remainder of the period to the next high-
est borrowing level.’® If the highest borrowing level
for the period is reached, the level stays the same un-
til the start of the next period — when it becomes the
basic level for that period.

The scheduler in the disk drive changes to the next
highest borrowing level when the current level has no
more disk accesses to make. If the current level is al-
ready the highest borrowing level, the drive waits idly
until the period ends or more requests are received at
the highest level. The drive does not change level if
there would not be enough time to establish the new
higher level and still position the disk arm as the con-
figuration requires before the period ends. Similarly,
as the period draws to its end, the disk drive rejects
any access request that could not be completed in
time to position the disk arm properly afterward.

The covert channel that would be produced by a
dynamic allocation of access time is not found in this
design. The allocations of storage space on the disk
and the parameters used for delayed allocation of ac-
cess time change only when the configuration changes,
and that is only when the operator pushes the appro-
priate buttons. While the configuration remains un-
changed, the performance of a disk drive in one time
period has no effect on its performance in later time
periods. Within a time period, the service to a level
depends just on the requests from that level and lower
levels. The higher borrowing levels receive no service
until the lower levels voluntarily release their claims
on the time period.

The sometimes long delays while a multilevel disk
drive is inaccessible from a level make the drive in-
appropriate for the /O of many ordinary processes.
We suggest that most data be kept on single-level
disks and accessed there primarily. Multilevel disks
would hold only replicas of data that is sometimes
read down. The following scenario explains how this
might work.

A Scenario with Upgraded Replicas An ordi-
nary process running on a single-level processor at
some low level writes to a file stored on a single-level
disk at the low level. When the process releases its

13Because levels that may borrow time within a period are
chosen to be mutually comparable even when the drive sup-
ports incomparable levels, the next highest borrowing level is
uniquely defined until the highest borrowing level is reached.
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write lock, a new value of the file is available for other
processes at the low level to read from the same disk.
But if the file header indicates the file is replicated,
the replicas do not yet have the new value.

A replica management (RM) process on the same
processor sends the updates to RM processes for any
other disks that the file header indicates keep replicas
at the low level. Although some of these RM processes
may run on other processors, all run on single-level
processors at the low level. The RM processes update
the replicas on their disks to reflect the new value of
the file. Multiple copies at the low level increases the
availability of the file to users throughout the system.
If its disk is multilevel, an RM process also records
the new time stamp of the updated replicain a special
disk segment for the low level.

Periodically, each process of another kind, the up-
graded replica management (URM) processes, reads
down on a multilevel disk in the time stamp segments
for any levels lower than the level of the processor
where the URM process runs. For each file with an
upgraded replica at the high level of its processor, the
URM process checks whether the time stamp of the
lower replica has changed since last checked. If so, the
URM process reads the updated lower replica of the
file. It is again reading down on the multilevel disk.

The URM process sends the updates to the ap-
propriate RM processes at the high level. As before,
the RM processes write the new value of the file into
the replicas on their disks at the high level. If any of
these disks are multilevel, that may trigger another
round of propagating the updates to replicas at still
higher levels.

The new value of the file becomes available to or-
dinary processes running on single-level processors at
a variety of levels. A process running on a processor
at one of those levels can read any replica of the file
found on a single-level disk at the same level.!

In the scenario above, all processes can run on
single-level processors. Ordinary processes can do all
their reading and writing on single-level disks. The
only processes that must access multilevel disks are
the replica management (RM) and updated replica
management (URM) processes. An RM process reads
and writes time stamp segments and replicas at its
own level, and the URM processes read down to lower
time stamp segments and lower replicas.!®

UMIf the single-level disk is remote from the process, pro-
cesses on other processors at the same level would help with
the reading.

15A disk controller process on the same processor as the RM
or URM process might mediate its reading and writing of the
multilevel disk.




The inefficiencies of the allocation strategy for ac-
cess time to the multilevel disk drives may hinder the
upgrading of new or changed files. To update the up-
graded replicas at the same time as the changes are
made in the file itself would require reliable writing
up, not just reading down. Because a covert-channel-
free system is not expected to have reliable writing
up, there will be some lag between the writing of a
file and the updating of the upgraded replicas. The
choice of an allocation strategy for the multilevel disk
drives would affect only how long that lag can be. It
does not affect any other processing. In particular,
the 1/O of ordinary processes and the propagation
of replicas within a level are unaffected. They can
benefit from all the efficiencies of high-performance,
single-level disks.

Allocating Software Resources

While discussing multilevel devices, we have ig-
nored multilevel processors and assumed that the
multilevel devices would have to communicate with
single-level processors. We now consider some of the
resources of a multilevel processor. A multilevel pro-
cessor has a trusted computing base (T'CB), typically
consisting of a kernel and some trusted processes. The
software for the kernel and most trusted processes
runs multilevel. The resources of that software are
allocated among the various levels that the software
serves.

As with hardware resources, dynamically allocat-
ing these resources on the basis of current demand
creates an exploitable covert channel. Since the re-
sources are limited, a low process employing the ser-
vices of the multilevel software can detect how much
has been allocated to higher levels, and a high pro-
cess can send signals by modulating its demands on
the multilevel software services. Static, delayed, or
manual allocation, on the other hand, would produce
no covert channels. Static allocation is feasible for
most TCB software resources but is relatively ineffi-
cient. Manual allocation is often feasible and more
efficient. Delayed allocation is also more efficient but
would be too difficult to implement correctly for many
software resources.

Kernel Resources The innermost layers of a
trusted operating system for a multilevel processor
are called a trusted executive or kernel. The layers
that concern us include the layer presenting the ab-
straction of processes and all lower layers. These are
-he layers that do not run as processes. The ker-
1el is inherently multilevel, and many of its resources
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are also multilevel. The execution time of the ker-
nel is allocated among the levels. An allocation of
processor time to a level includes the time the ker-
nel spends serving that level, not just the execution
time of single-level processes at the level. The storage
resources of the multilevel kernel in a multilevel pro-
cessor include most of the system data space. At any
given moment, some of these resources would be fully
allocated to the same level as is the processor time.
Other storage resources might be partially allocated
among levels.

It is extremely difficult to avoid every covert chan-
nel in the allocation of kernel time and storage in a
multilevel processor. Some kernel resources can easily
be allocated among levels using a static or manual al-
location strategy, but it is unlikely that all resources
of a practical multilevel kernel would be so safely al-
located, especially in the lowest layers of the kernel.

A multilevel processor embedded in a special-
purpose device such as a disk drive, printer, terminal,
or network interface unit should need such a simple
executive that safe allocation of all resources can be
achieved without sacrificing practicality. The execu-
tive probably would not even support real processes.

A more general-purpose multilevel processor sup-
porting user processes, however, seems doomed to
have some covert channels at least within its kernel.
The service time and data spaces for the lowest kernel
layers could not avoid load-influenced dynamic alloca-
tion. The covert channels might all have small band-
widths or high noise, but they would still be there
for malicious users to exploit, however slowly. Even
some special-purpose multilevel processors, such as
file servers, may be too sophisticated to be reliably
free of covert channels.

To date, no designers have even come close to pro-
ducing a covert-channel-free kernel for a multilevel
operating system. In a typical design for a multilevel
kernel, many low-bandwidth covert channels are not
even identified.

Trusted Process Resources Secure allocation
among levels is somewhat easier for the resources of
multilevel trusted processes than for kernel resources.
This may be largely irrelevant, however, because mul-
tilevel processes exist only on multilevel processors
with more sophisticated kernels. Since the kernels al-
ready would have introduced some covert channels,
the effort to avoid all covert channels in the trusted
processes may be futile. The result would still be a
TCB with some covert channels.

As with the kernel, the allocation of the execution
time of a trusted process to a level must be considered
part of the allocation of processor time to the level.



Static allocation of trusted process time is simpler,
but the efficiencies of manual allocation might justify
the extra complexity.

The virtual address space of a trusted process in
a multilevel processor gives it storage resources that
can be allocated among the levels that the process
serves. Some variables in the address space would be
fully allocated at any moment to the same level as
the process time. Other storage resources, especially
structures such as tables, lists, and buffers, might be
partially allocated among levels based on a static al-
location, or perhaps a manual allocation. Dynamic
allocation based on current demand would create a
covert channel, of course.

Memory management for the address spaces of
trusted processes differs from the memory manage-
ment for single-level process address spaces. Because
the storage resources of a trusted multilevel process
are allocated among multiple levels, it is not safe to
handle them like those of untrusted single-level pro-
cesses. The level of an untrusted process labels its
whole address space, but the labeling of trusted pro-
cess storage is not so simple.

The data of a trusted process must always be
clearly labeled when it is stored in physical mem-
ory, when it is communicated over the memory bus,
when it is kept on a paging disk, or when it is sent
over communication lines between the processor and
the paging disk. Otherwise, it becomes impossible to
maintain control over the allocations among levels for
various resources, including space in physical mem-
ory, access time to the memory bus, storage space
on the paging disk, access time to the paging disk,
and access time to the lines connecting the proces-
sor and the disk. Without explicit labels on trusted
process data at all times, current demands would in-
fluence the allocation of those resources. Their allo-
cation strategies would degenerate into some variety
of dynamic allocation with covert channels and com-
promise of multilevel security.

Architectural Implications

Avoiding all covert channels in multilevel proces-
sors would require static, delayed, or manual alloca-
tion of all the following resources: processor time,
space in physical memory, service time from the mem-
ory bus, kernel service time, service time from all mul-
tilevel processes, and all storage within the address
spaces of the kernel and the multilevel processes. We
doubt that this can be achieved in a practical, general-
purpose processor. Perhaps the simplest strategy,
static allocation, would be possible, but then the mul-
tilevel processor is not significantly more efficient than
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a set of single-level processors. It would be better to
replace it with single-level processors and have real
assurance of freedom from covert channels in proces-
sors. We suggest that multilevel systems not have any
multilevel processors.

Having no multilevel processors certainly helps to
minimize the TCB for mandatory security. This is
especially appropriate for the high-assurance systems
at the Orange Book classes B3 and Al. Because of
the rapid drop in prices for processors and memo-
ries and the relatively wide selection of secure single-
level processors, limiting a multilevel system to single-
level processors may impose little or no penalty in
efficiency. We believe the best architecture for most
multilevel applications is a Distributed, Single-level-
processor, Multilevel-secure (DSM) system. Even if
a multilevel application does not need a distributed
architecture for any other reason, we feel it should be
distributed in order to be multilevel secure.

The network in a DSM system must not intro-
duce covert channels. A simple option is a separate
network for each level to connect the single-level pro-
cessors at that level. A potentially less costly net-
work has multilevel lines connecting all the processors
and has the trusted network interface (TNI) units
sketched earlier ensuring covert-channel-free alloca-
tion of the lines. The two options are functionally
equivalent. The difference is in the number and ca-
pacity of the lines and in the hardware at the interface
between the processors and the network.

Multilevel System Benefits in DSM Systems
Each processor of a DSM systems handles just one
level, as in an 1SPL system. An important question
is whether a DSM system is as limited in its function-
ality as an ISPL system.

Downgrading, writing up reliably, and maintain-
ing data consistency across levels cannot be fully au-
tomated as they can be in systems with multilevel
processors and covert channels, but they can at least
be more automated than in an ISPL system. Many,
perhaps most, multilevel applications require none of
these functions, but some do need one or more of
them. Manual contributions to reliable writing up
or to data consistency are inconvenient, but the only
practical alternatives compromise multilevel security.
Downgrading is so fraught with risk that it is rea-
sonable to insist that some critical step be performed
manually. The inconvenience is worthwhile.

Reading down is the essence of multilevel process-
ing. Users perceive a system as multilevel if they have
a choice of levels at which to work and if they can refer
to the data at lower levels while creating or updating
data at the current working level. Reading down and




ordinary single-level services are sufficient for most
multilevel applications. DSM systems need not have
the same problems with reading down as ISPL sys-
tems do. Reading down can be supported with mul-
tilevel disk drives similar to those described earlier.
However, most disk drives in a practical DSM system
should probably still each service a single level.

Some multilevel hardware in DSM systems can
also escape the limitations on resource allocation in
ISPL systems. Cost and convenience arguments jus-
tify static allocation of multilevel network lines and
manual allocation of such resources as terminals, tape
drives, and printers.

Partitioning Levels In the classification scheme of
the U.S. Department of Defense, there are four hier-
archical levels: unclassified, confidential, secret, and
top secret. A level at which data is classified might
also be one of the four hierarchical levels plus a set
of nonhierarchical compartments. Many other classi-
fication schemes are similar. A user’s clearance is the
highest level of data the user may see. The clearance
is the hierarchical level to which the user is cleared
plus any compartments for which the user is cleared.

As noted above, it is best to run a multilevel ap-
plication as system high if every user has the same
clearance, covering all data levels in the application,
no matter how many. However, a DSM system is ap-
propriate when some users have different clearances
and data is classified over a range of levels. Normally,
a DSM system has different processors for each differ-
ent data level. This is practical for many multilevel
applications, ones with data at only two levels or at
only a few levels. Some other applications, though,
involving various nonhierarchical compartments use
dozens or cven hundreds of data levels. Processor
prices may be falling, but a DSM system with at least
one single-level processor for each of hundreds of lev-
cls would be impractical. However, a DSM solution
nay still be reasonable, provided that the number of
different user clearances is fairly small, even though
the number of different data levels is large.

We describe a DSM system with many data levels,
many users, and a handful of different user clearances.
A few users, perhaps just the system administrators,
might be cleared for all levels, but most would have
limited clearances. Probably, those clearances differ
in their sets of compartments. The data levels are
partitioned based on the overlaps and differences be-
tween pairs of clearances. Each partition contains one
or more data levels; each data level belongs in one
partition; and each clearance includes one or more
complete partitions. In the best case, tliere are ex-
actly as many partitions as clearances, but usually
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there would be more partitions.®

The processors are allocated, not to a single level,
but rather to a single partition. A processor may
handle data at every level within its partition and may
communicate with any other processors sharing the
same partition. It should have functionality similar
to that required for class B1 in the Orange Book.

A user of a single-partition processor could be any-
body whose clearance includes the partition. Because
of how the levels are partitioned, the user’s clearance
will include all or none of the levels in the partition.
This is why multilevel security is not compromised
even though we expect the processor to have plenty
of covert channels. The channels are tolerable be-
cause their exploitation could leak information only
between levels in the same partition. A malicious
user cleared for one level in a partition would not
bother to exploit a covert channel in order to access
another level in the partition because the user’s clear-
ance must include the other level, too.

Because covert channels can still leak within a par-
tition, printed output from a partitioned DSM system
can safely be released without review only if the label
that the system generated is the highest level of the
partition. Users can release output with other labels
after manually confirming the labels.

Conclusions

Until feasible techniques are found to develop
a covert-channel-free TCB for a practical multilevel
processor, most multilevel systems should be DSM
systems with some multilevel disks and perhaps other
nmultilevel devices, but with no general-purpose, mul-
tilevel processors. The current research and develop-
ment cflorts on multilevel systems seemn to focus on
operating systems for multilevel processors, database
management systems for multilevel processors, multi-
level networks among multilevel processors, and dis-
tributed operating systems with multilevel processors.
These systems are suitable ouly for installations that
really must tolerate compromises of multilevel secu-
rity througlt covert channels.

Promising directions for new efforts to serve secure
installations include the development of muultilevel
disk drives and trusted network interfaces without
covert channels. Other efforts should examine how
single-level processors can use the multilevel disks

161n the worst. case, n mutually incomparable clearances form
2" — 1 partitions. Probably, the levels in most of those parti-
tions would never be used to classify any data in the system
and so would never need resources. Partitions with no resource
needs can be ignored.



and networks to build basic DSM systems that pro-
vide reading down in addition to the regular services
of single-level distributed systems. Further efforts
should enhance the basic DSM systems to build more
sophisticated DSM systems or multilevel database
management systems.

Because these implications for multilevel system
architectures represent such a radical shift from the
predominant direction of research and development,
we encourage readers to dispute our conclusions. Op-
timists may wish to explain why most installations
should tolerate covert channels or how a practical,
general-purpose, multilevel processor can be devel-
oped with no covert channels. Pessimists may wish to
explain why multilevel disk drives or trusted network
interfaces cannot be developed without covert chan-
nels or why they could not be used to build practical
DSM systems. We feel that avoiding all covert chan-
nels makes good sense for multilevel systems, that the
current dismal state of the art is sufficient evidence of
the unsuitability of architectures with multilevel pro-
cessors, and that it is worth a serious effort to build a
prototype of a covert-channel-free, multilevel system
that has multilevel disk drives and single-level proces-
sors instead of multilevel processors.
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Assessing Modularity in
Trusted Computing Bases:

J. L. Arnold, D. B. Baker, F. Belvin,
R. J. Bottomly, S. Chokhani, and D. D. Downs?

Abstract

In 1989, the National Security Agency (NSA) established a System Architecture
Working Group (SAWG) to define and clarify the modularity criterion contained
within the System Architecture requirement for Class B2 of the Department of De-
fense Trusted Computer System Evaluation Criteria. This paper summarizes the find-
ings of the SAWG, which recommended that the following attributes be subjected to
detailed analysis in order to assess modularity: code cohesion, complexity, coupling,
data cohesion, duplicate code and data, and extraneous code and data.

1 Introduction

In 1989, the National Security Agency (NSA) formed a System Architecture Working
Group (SAWG), whose primary mission was to review and clarify the modularity
criterion of the System Architecture requirement specified in the Trusted Computer

System Evaluation Criteria (TCSEC) [1] for classes B2 and B3/A1; specifically:

The TCB shall be internally structured into well-defined largely
independent modules.

The goal was to develop a definition of modularity for class B2 and any further
definitions and clarification required for class B3/A1l. The product was to be a report
providing guidance to NSA teams tasked to examine and evaluate the modularity of
systems designed to meet the TCSEC System Architecture requirement for classes
B2 and above. This paper is a summary of. the technical content of that report. [§]

The motivation for the TCSEC’s modularity requirement is to achieve understandabil-
ity, maintainability, and testability, rather than to provide some security functionality.

I'This paper reports work conducted under funding from the National Security Agency.

2]J. L. Arnold and R. J. Bottomly are with the National Security Agency, Ft. George G. Meade,
MD; D. B. Baker (team leader) and D. D. Downs are with The Aerospace Corporation, Los Angeles,
CA; and S. Chokhani and F. Belvin are with the MITRE Corporation, McLean, VA, and Bedford,
MA.
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Modularity adds assurance that the existent security functionality is understood and
will remain intact through the lifetime of the system.

The most efficient and effective way to meet the modularity requirement is to first
design the system using some form of functional decomposition. In fact, software en-
gineering literature suggests that attempting to develop modular code without using
a structured approach in its design will result in code that is less understandable,
maintainable, and testable than code that constitutes a system built using a struc-
tured design discipline [10].

A “module” is defined simply as one or more source code files, and a “function” is
a callable entity, which may or may not return a value. Although the Trusted Com-
puting Base (TCB) comprises all the hardware, software, and firmware responsible
for enforcing the system’s security policy, the modularity requirement is not generally
applied to hardware. Applicability of the requirement to firmware is determined on a
case-by-case basis. Some of the factors considered are the amount of firmware in the
system, the reputed reliability of the firmware (i.e., whether it is widely known to be
reliable), the type of microcode (i.e., horizontal® or vertical), and the nature of the
security functions the firmware implements.

In order to evaluate the modularity of TCB software, a collection of architectural
evidence is examined, including the software engineering process purportedly used by
the designers and developers, the system design documentation, the coding standards,
and the contracts of the individual software modules. The SAWG defined “contract”
as:

A description of the overall purpose of a module. It includes the relation-
ship between the input and output variables for all functions within that
module and, therefore, describes all of the effects of the function. The
input and output variables include not only the formal parameters of the
functions, but also all state-maintaining variables, be they global to the
system as a whole, or local to the function or module.

Evidence includes not only whether the documentation exists for each of these items,
but also whether the documented disciplines are implemented and enforced.

The SAWG identified six attributes that play major roles in achieving a modular
system. These attributes are shown in Table 1, which identifies for each attribute the

3Horizontal microprogramming is a technique whereby actions are encoded for multiple resources
in a microinstruction. Horizontal microprogramming executes faster than vertical, but requires more
complex decoding hardware. More importantly in this context, horizontal microcode is more difficult
to code and to analyze than vertical microcode, which is similar to conventional programming [2].
To date, with respect to the architecture study, horizontal microcode has been considered part of
the hardware.
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level of abstraction at which it is examined and the acceptance criterion applied to it.
When evaluating a module-level attribute, acceptability is based upon the strength
of the attribute within individual modules (for code cohesion, complexity, and data
cohesion) or in the interfaces between them (for coupling). Function-level attributes
are evaluated for each function. Code-level attributes are evaluated relative to the
source code as an aggregation of statements.

Modularity assessment is a continuing process encompassing the entire design and
development process. The words of the modularity requirement are identical for
classes B2 and B3/A1l; therefore, relative to the attributes examined here, evalua-
tion teams s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>